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Abstract. Increasing interest in Collaborative Virtual Environments (CVEs) in dif-

ferent applications has imposed new requirements on the design of IVAs. On the one 

hand, these requirements include cognitive abilities, and on the other hand social and 

communication behaviour. The use of a Multi-Agent System (MAS) has been a suc-

cessful approach to address the variety of evolving abilities needed by an IVA. In 

this paper, we propose a MAS approach to design an IVA that is able to collaborate 

with humans in a virtual environment. The proposed model simulates humans by in-

cluding input, output and processing modules. In addition, the model coordinates the 

IVA’s verbal and non-verbal communication to convey its internal state while 

achieving a collaborative task.  

Keywords: Collaborative Environment, Multi-agent System, Intelligent Virtual 

Agent, Human-Agent Collaboration, Multimodal Communication 

1 Introduction 

A Collaborative Virtual Environment (CVE) has been defined as “a computer-based, dis-

tributed, virtual space or set of places. In such places, people can meet and interact with 

others, with agents or with virtual objects.” P.5 [1]. CVEs have been used as a mediation 

tool to facilitate the human-human collaboration across disparate spaces. Moreover, the 

concept of CVE includes the collaboration between human participants and virtual entities 

such as Intelligent Virtual Agents (IVAs). IVAs refer to humanoid virtual entities that 

simulate humans in their abilities and characteristics. CVEs have been used in multiple 

fields depending on their purpose of use, such as, business [2], entertainment, learning [3], 

training [4], medicine [5] and dancing [6].   



The versatility of CVE usage in various and sophisticated fields requires, on one hand, 

IVAs to play various roles such as instructing, monitoring, counselling and teamworking. 

On the other hand, versatility demands that IVAs have multiple capabilities including 

reasoning, communication, planning, argumentation and/or negotiation. Owing to the fact 

that IVAs need to take complex decisions and perform sophisticated actions, there is a 

need for real-time processing to present satisfactory performance and believable behav-

iour. While, the use of the Belief-Desire-Intention (BDI) single agent approach [7] has 

been attractive to researchers because of its simplicity and ability to trigger agents’ behav-

iour, BDI-based single agent alone falls short in handling sophisticated applications that 

require IVAs to do more than achieve desires to reach determined intentions. 

To address the challenge of developing believable IVAs in complex CVEs, the increas-

ing functionality of BDI-based single agent has been distributed to a group of agents that 

coordinate their behaviour towards achieving the overall desire (goal state). This group of 

agents is known as a Multi-Agent System (MAS). Over the past decade, MAS has been 

the subject of much AI research as it provides a high level of abstraction in reasoning and 

modelling [8]. MAS has been used to design Robots [9] and IVAs [10]. MAS has been 

introduced to improve the capabilities of the agents. These capabilities included cognitive 

skills such as decision-making and planning, or behavioral skills such as animations.  

A number of studies used MAS to manage the behaviour of IVAs [11] [12] [13]. These 

studies have considered either the external behaviour [13] of IVAs in the virtual environ-

ment or the internal behaviour with more interest on decision-making and planning [14]. 

The main trend of MAS-based IVA has been the generation of behaviour to respond to a 

static virtual environment or other IVA. Regarding the use of MAS in the design of IVAs 

that are able to collaborate with humans in a CVE, the previous studies fall short in devel-

oping MAS-based IVAs that are able to form a team with human users to achieve a col-

laborative activity because they lack the ability to perceive, interpret, adapt and/or respond 

appropriately in real-time to the human’s reasoning and actions [13]. 

This paper presents an MAS that helps to manage an IVA while collaborating with a 

human user in a CVE. The contributions of the proposed MAS are: first, it couples the 

human verbal and non-verbal responses to form input to the agent planner. Human re-

sponses represent dynamic input to the IVA. Second, the MAS manages the cognitive 

abilities of the collaborative IVA to make a decision about the next step. Finally, the MAS 

manages the verbal and the non-verbal communication of the IVA to express its internal 

state and decisions. 

The paper is organized as follows. Trends in designing IVA for CVE are presented in 

section 2. Section 3 introduces the requirements needed in CVE that necessitate a special 

design for IVAs. Section 4 presents the proposed MAS model. Evaluation of the proposed 

model is presented in section 5. Discussion of the evaluation comes in section 6. Finally, 

section 7 presents conclusions and future work. 



1.1 Why MAS for Designing IVA for CVE? 

There are a number of reasons why the MAS approach is superior to the single BDI-agent 

approach when it comes to designing IVAs for CVE [15]. The first reason is the simplici-

ty; although the single agent systems might be considered simpler than multi-agent sys-

tems, the opposite is in fact the case. Distributing control among multiple agents simpli-

fies the design of each agent. The second reason is the Parallelism; having multiple agents 

tends to speed up system overall performance by providing a method for parallel computa-

tion. Another reason is robustness; distributing the responsibilities among interacting 

agents is more likely to improve fail tolerance of the system. Last but not least, compared 

to a single agent approach, MAS efficiently control the various components of CVE with 

different goals and resources. 

2 Trends in Designing IVA for CVE 

Over the last decade a number of studies have aimed at coupling MAS and IVAs. Within 

these studies, we can identify three trends of utilizing MASs in IVAs using MAS to man-

age the physical behaviour of IVAs, MAS to manage the cognitive capabilities of IVAs 

and Hybrid approaches that combine the cognitive capabilities and the physical behaviour. 

2.1 MAS to Manage the Physical Behaviour of IVAs 

Studies that fall under the first trend include studies that use MAS for IVA animation and 

social interaction (e.g. [10]). Grimaldo et al. [13] presented a multi-agent framework to 

animate group of IVAs to balance between task-oriented and social behaviour. The pre-

sented framework permitted agents to include social tasks to produce realistic behavioural 

animations. To verify the framework functionally, the authors used a 3D dynamic envi-

ronment simulating a virtual university bar, where a group of IVAs representing waiters 

and customers interacted and showed social behaviour. Another study that used a MAS in 

animating an IVA, Barella et al. [16] separated IVA visualization from intelligence and 

presented a social-oriented MAS framework to simulate a group of IVAs in a social situa-

tion. The agent’s beliefs, plans and decision-making were defined in a specification file.  

2.2 MAS to Manage the Cognitive Capabilities of IVAs 

Following the second trend, in the study of Amo et al. [14] an MAS was integrated into 

IVAs to create autonomous intelligent agents guided by their own motivations, which live 

in a virtual world inhabited by other similar agents. The use of MAS concentrated on the 

cognitive and social role of each individual agent. 

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Grimaldo,%20F..QT.&searchWithin=p_Author_Ids:37691855100&newsearch=true


2.3 Hybrid Approaches that Combine the Cognitive Capabilities and the Physical 

Behaviour. 

The previous two trends resulted in a gap in the research because the separation of the 

physical and cognitive aspects of an IVA did not allow coordination between the internal 

and external behaviours of the IVA. To address this gap in research, Oijen and Dignum 

[17] proposed a communication model for IVAs. This model tries to balance between 

being cognitively efficient in managing MAS communication on the one hand and physi-

cally believable realizations of human-like interactions on the other hand. The authors 

found that it was beneficial to use middleware to join the reasoning layer of MAS with the 

physical interaction of the IVA. The result shows a successful agent-agent communication 

in a dynamic VE. However, the study [17] does not address IVA-Human communication. 

As another example of the hybrid approach of using MAS in IVA, Buche et al. [18] 

proposed a model called MASCARET to organize the interaction between IVAs and an 

avatar that represents a human. MASCARET aimed to provide the IVA with physical, 

cognitive and social abilities to collaborate with a human avatar in a virtual training situa-

tion. However, the proposed model did not demonstrate the nature of the communication 

that may exist between the collaborative agents and an avatar. In addition, the agent was 

not designed using an MAS. In other research that used MAS to manage IVA behaviour, 

Cai et al. [19] presented a multi-agent framework to design an IVA in an underground 

coalmine VE. The framework improved the ability of the IVA to interact with the dynam-

ic surroundings of the virtual coalmine. Similar to the study of Buche et al., this study did 

not include a communication model between the IVA and the other virtual entities or hu-

man users.  

3 Requirements for IVAs in CVE 

The modern sophisticated CVE imposes requirements on designing enclosed IVAs. We 

distinguish the following requirements for IVA in CVE:  

1. Perceiving autonomously the teammate’s action…CVE requires IVAs to receive 

teammates’ actions/behaviour autonomously as well as perceive the meaning of the re-

ceived actions in a specific situation. For instance, moving away from the target spot 

after taking a decision may mean giving way to the teammate to take his turn, whereas 

before taking a decision moving away may mean unwillingness to take action at all.   

2. Perceiving autonomously the teammate’s requests/prompts…In addition to perceiv-

ing the meaning of teammates’ action, IVAs should be able to convert teammates’ ver-

bal messages into a meaningful notation that builds on the IVAs’ understanding of the 

teammates’ intentions.   

3. Working toward the task…IVAs’ focus needs to be directed to achieve the shared 

task. IVAs should have a main strategy to reach the common task. Despite the dynamic 



nature of CVE, IVAs have to stay focused on the target task and the best way to 

achieve it. 

4. Adaptability to changing teammate’s decision...Although IVAs should have a prior 

plan to achieve the shared task, IVAs have to adapt their plans in real-time to match the 

changes in teammates’ decisions.  

5. Observable non-verbal behaviour…IVAs need to express the inner state physically 

through the selection of the appropriate animation to the current situation. The selected 

animation should be complementary with the verbal communication to convey the 

IVA’s intention.  

6. Believable/Appropriate verbal response… is another communication channel that an 

IVA should master. The verbal responses should be used either to prompt the human 

teammate to take a certain action or defend the IVA’s viewpoint in achieving the task.  

4 The Proposed MAS Model 

In order to fulfil the requirements of an IVA in a dynamic CVE, all of the above require-

ments need to be embodied and contained within a single IVA; in addition, the IVA 

should be able to handle parallel processing as the inputs from a CVE have the character-

istics of being variable and dynamic. Creating an IVA that is able to manage its verbal and 

non-verbal behaviour is a challenging task [20]. To address these challenges, a MAS ap-

proach was utilized to design the IVA. MAS consists of a group of autonomous agents 

that work independently on their own part of the problem towards solving a bigger prob-

lem. Therefore, this feature could be used to break down the complex work into smaller 

tasks that a single agent can achieve. The proposed model used this feature to break down 

the process of receiving human action, planning for the next step and coordinating the 

verbal and non-verbal responses. The proposed MAS model simulates the human brain in 

receiving stimuli, processing the input data, managing the physical behaviour in VEs. The 

model consists of three modules: reception, processing and communication modules, as 

shown in Figure 1. Each module includes a manager agent to coordinate the flow of in-

formation from this module to another one. The main components of the proposed model 

are briefly described as follows: 

 The reception module is responsible for receiving both the actions of the human user as 

well as the verbal messages of the human teammate. It consists of the following agents: 

 Sensor Agent: receives the stimuli from the surrounding CVE, filters these stimuli to 

determine which ones are related to the current task, perceives the meaning of these 

stimuli using a rule-based technique and finally passes the filtered action committed 

by the human to the Reception Manager Agent. Sensor agent was proposed to 

achieve the first requirement of perceiving autonomously teammate’s action. 



 Receiver Agent: was presented to fulfil the second requirement of perceiving auton-

omously the teammate’s verbal communication. The Receiver Agent was designed to 

receive the verbal messages from human teammates, encode the possible intention 

behind that message using a rule-based technique and finally passes the digested 

message to Reception Manager Agent. These messages may include requests from 

humans to IVA to perform specific actions or replies to the IVA’s requests. Recep-

tion Manager Agent: its role is to couple both verbal and non-verbal responses of the 

human teammate in order to give the Planner Agent in the processing module a pic-

ture about the humans’ behaviour. A case-based technique is used to couple verbal 

and non-verbal responses and to deduce an appropriate conclusion. The case-based 

technique consists of a group of cases that include both verbal and non-verbal re-

sponses of the teammate along with conclusion/label for this case. For instance, if 

the teammate moves away from the working area and says “be right back”, that 

would be perceived by Motor Agent (see below) that the teammate is not interested 

in completing the shared task; however, coupling the action with verbal responses 

and matching existing cases, Reception Manager Agent would conclude that the 

teammate is going to be back, hence the processing module should suspend planning 

for the next step, until the teammate gets back. 

 The roles of the processing module are to contrast the human’s verbal reply along with 

his /her action in order to figure out the human’s commitment to collaborate, plan for 

the next step the agent should take and pass the result to the communication module. 

 Manager Agent: To achieve the requirement of working toward the task, the Manag-

er Agent behaves like the brain in humans. It receives responses from the Reception 

Manager Agent, forwards the decision made by the Planner Agent to the Communi-

cation Manager Agent and determines turn-taking in the collaborative activity. 

Manager Agent may manage turn-taking based on succession or through negotiation 

between collaborators. In the implemented scenario (section 5.1), successive turn-

taking was followed where both IVAs and humans take a turn to make a decision af-

ter the other teammate finishes taking his/her own decision.  

 Planner Agent: calculates the next step that the IVA should take. Next step calcu-

lation is based on a group of rules and beliefs that are located in the Rules and 

Knowledge Base. These rules may capture the best time to execute the task, the 

shortest path, and so on. The rules are continuously updated according to the behav-

iour of the teammate and the changes in the dynamic CVE. The continuous update 

to these rules was proposed to achieve the requirement of adaptability to changes in 

the teammate’s decision.  

 The aim of the Communication module is to translate an IVA’s internal state and inten-

tions into a physical behaviour. The behaviour includes coordinated verbal and non-

verbal communication to give more believability to the IVA’s behaviour. 
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 Communication Manager Agent: works like the hub in the communication module. 

It receives the message from the Manager Agent and decides which agent is more 

suitable to express the IVA’s reaction to the human teammate’s behaviour. In addi-

tion, the Communication Manager Agent will pass the values given in the IVA’s re-

sponses such as location coordinates, numbers, name agreement/disagreement and 

so on. The Communication Manager Agent works is a similar way to the Reception 

Manager Agent in organizing both the verbal and non-verbal response.   

 Replying Agent: when the Communication Manager Agent calls it, the Replying 

Agent selects the most appropriate message template from Message Norm DB and 

fills in the template with the values passed by Communication Manager Agent. 

 Motor Agent: is responsible for the physical behaviour of the IVA. The physical be-

haviour includes animations, gestures and physical movements. The Motor Agent 

will select a suitable animation from the animation DB, and use the data fed by the 

Communication Manager Agent to generate appropriate responses that are related to 

the context situation. 

 

Fig. 1. The proposed MAS approach to design IVA 

 



5 Evaluation 

In order to evaluate the model at the functional level we re-implemented a scenario using 

our MAS architecture, where both the human and an IVA must collaborate to achieve a 

specific task. For testing purposes, we used human patterns of communication behaviour 

that we had extracted from a previous study using the same scenario [21] to simulate hu-

man behaviour and reactions. This would enable us to verify that our MAS-based IVA 

was communicating similarly to our original non-MAS IVA before re-running studies 

with human participants who are more difficult, costly and time-consuming to access. Our 

new MAS-designed IVA provides a more scalable design that better manages the cogni-

tive and behavioural aspects of our IVA while allowing both to be integrated. The scenar-

io, method of evaluation and results are presented below. 

5.1 Scenario 

In the scenario, the human and the agent must collaborate together to trap an animal for 

scientific research. The animal is surrounded by eight regions (four pairs of regions), see 

Figure 2. Both the human and the agent should select one region at a time to build a fence 

around the animal, and then observe each other’s action, i.e. non-verbal behaviour. 

Meanwhile, they exchange verbal messages to convey their intention and request a rec-

ommended selection from the other counterpart. The human and the agent should be able 

to select only neighbouring regions. A neighbouring region is one that is before or after 

the already selected regions. We call the process of selecting each pair of regions out of 

the four pairs a cycle. That is to say, there are four cycles. Each cycle includes the human 

and the agent selecting a region. Except for the first cycle, they should exchange requests 

and replies verbally.  

In the beginning, the human selects one region. After choosing one region, the two pos-

sible selections will be the two neighbouring regions that are directly before and after the 

 

Fig. 2. A Snapshot from the implementation of MAS model for IVA 



selected region. In his turn, the virtual agent will observe the surrounding environment, 

human action (non-verbal communication), any request from the human (verbal commu-

nication) and finally from his plan to select the decision to take in the next step. Before the 

agent selects a region, he will verbally reply to the human’s request. A fence will be built 

automatically between the two selected regions and the turn will go back to the human. 

Dividing the data collected from the log files during the task into cycles helps to under-

stand the effect of the continuous communication on the achievement in successive cycles.  

5.2 Integrating Human Patterns 

The technique of integrating the human factors such as decisions, actions and perception 

in avatars and IVAs has been used before for testing and simulation purposes [22]. This 

technique aims to model the influential human factors. In order to functionally evaluate 

the proposed MAS which is integrated into an IVA, we used human factors extracted from 

a previous study and formed patterns for human behaviour. In the previous study, real 

human users had to collaborate with the IVA to complete the task described in 5.1 in a 

VE. We determined which factors in the human’s behaviour are influential while interact-

ing with the teammate IVA. These influential factors were tracked and saved in log files. 

Out of sixty-six human users, we extracted six patterns that represent the general direc-

tions of humans who used the implemented scenario in a previous study. These six pat-

terns were used to simulate possible human behaviour in order to examine IVA reactions. 

5.3 The Output 

The extracted human patterns were used to show the interaction of the IVA with possible 

human behaviour. The interaction between the human and IVA was registered in a log file 

to diagnose the flow of actions and communication. Two factors were considered for 

analysis: the IVA’s acceptance of the human’s request and the human’s acceptance of the 

IVA’s request.  

The result of running the scenario shows that the IVA’s acceptance of the humans’ re-

quests continuously increased over the cycles, see Figure 3. The increase ranged from 

16.67 % in the first cycle to 83.33% in the third cycle. Moreover, the results show that the 

human’s acceptance of the IVA’s requests increased over the cycles. The increase ranged 

from 33.33 % in the first cycle to 66.66% in the last cycle. 

6 Discussion 

In this paper, we have presented a MAS approach to design IVAs that meets a number of 

requirements specific for CVEs, see section 3. This design simulates humans in separating 

input, output and processing modules. On one hand, the input module coordinates verbal 



and non-verbal responses from the human teammate.  One the other hand, the output 

module coordinates the response of the IVA to express its decisions and requests to the 

teammate. In addition, the processing module takes into account the teammate’s actions 

and requests before planning for the next step. Furthermore, the proposed MAS-based 

IVA addresses the issue of coordinating the internal side of IVAs as represented in the 

intellectual behaviour and the external side of IVAs as represented in the social and ani-

mation behaviour. This coordination was the focus of the proposed MAS to develop a 

believable IVA behaviour in a real-time collaborative situation where decisions and com-

munication should be dependent on the teammate’s own decisions and communication. 

Another feature our MAS model focused on was the coordination between the verbal and 

non-verbal communication in a human-like manner.  

Concerning the functional-level evaluation, the result of running the virtual scenario 

that includes the IVA and the human patterns showed that the IVA successfully completed 

the collaborative task. The MAS-based IVA was able to adapt to different behaviours 

coded in the human patterns file. The behaviours tested included matching or opposite 

decisions to the IVA’s plan. In both cases, the IVA was able to re-plan for the next step. 

Furthermore, to evaluate the performance of the proposed MAS in managing the flow of 

communication between the IVA and human patterns, we logged the flow of requests and 

replies between the human-IVA teammates. The result shows that the ratios of mutual 

acceptance between the IVA and the patterns that represent human behaviour increased 

over the following cycles. This consecutive increase in the ratio of requests acceptance 

represented continuous increase in the mutual understanding of the plan of the human 

teammate. This result is consistent with other studies that stressed the importance of 

communication as a crucial requirement for developing common understanding between 

team members [23].  

 

Fig. 3. Result interaction between IVA and human behaviour patterns 
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7 Conclusion and Future Work 

This paper presented the requirements for an IVA to successfully function in a CVE. In 

order to fulfil these requirements, an IVA design using a MAS was proposed. The pro-

posed MAS exhibited a number of features, including parallel and distributed processing, 

a manager agent for both verbal and non-verbal communication and balancing between 

the reasoning capabilities of IVAs and its animated behaviour. Despite the fact that nu-

merous issues still need to be addressed for the system to be used in a more complex situa-

tion, the initial implementation shows that the design is robust and IVA’s behaviour is 

plausible. Besides proving to be a successful tool to manage the behaviour of IVAs, MAS 

could be extended to include further capabilities to IVA by adding additional modules 

with agents. Future work will include re-implementing the proposed MAS using different 

technologies such as MAS programming languages (e.g. Jason, Jade) with supporting 

game engine platform (e.g. UT game engine) and in a less constrained scenario.  
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