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Abstract. Contrary to cognitive approaches of agency where a lot afrefé devoted to the for-
malization of agent concepts, little work has been done eridhmalization ofituated multi-agent
systemgsituated MASS). In this paper we present a generic moddifoated MASs. This model
formally describes an abstract architecture for situaté®®l In this architecture each agent is sit-
uated in his local context that he is able to perceive and iitlwhe can act. Since intelligence in
situated MASSs results from the interactions of agents withénvironment rather than from their
individual capabilities, the model takes an action-ceragproach. The model deals with (1) the ac-
tions of agents in the environment, (2) ongoing activitiethie environment, such as moving objects,
and (3) the interactions between agents and ongoing aesititrough the environment.

One model for situated MASs was described by J. Ferber antdilier. In this model all agents
of the MAS act at one global pace, i.e. the agents are globgitighronized. Drawbacks of global
synchronization are centralized control and poor scatgbilVe present a model that allows agents
to synchronize locally. In this model there is no centralieatity that imposes all agents to act at
one global pace, but instead agents themselves decide Wwegmpérform their next actions. The
model supports simultaneous actions through regionalspmization. With regional synchroniza-
tion agents form synchronized groups on the basis of thewrahdocality. Different groups can
act asynchronously, while agents within one group act ssorabusly. The result is a model that
does not suffer from the drawbacks of global synchroniratiile it preserves the properties for
handling simultaneous actions.

In the paper we apply the model to a simple MAS application.siav how the abstract model can
be instantiated for a practical application. Then we followace in the evolution of the application
and demonstrate how the model deals with each particular ste
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1. Introduction

In this paper we present a generic modeldtuated multi-agent systensituated MASS). This model
formally describes an abstract architecture for situatéss! The focus of the model is on interactions
between situated agents and the effects these interagtiodace in the world. This contrasts to popular
knowledge level approaches such as BDI [6][25] that focusianipulation of a symbolic representation
of the environment and the desired behavior, and that userspcesentations as specifications for agents
and their decision making [35].

1.1. Situated multi-agent systems

Situatedness is a property of agents adopted by most resesiio the domain of MAS. A well known
example is Wooldridge and Jennings’ definition of an agefB@}: 'an agent is a computer system that
is situatedin some environment, and that is capable of autonomousnaictithis environment in order
to meet its design objectives’. In this definition, situatesls expresses the fact that an agent is not an
isolated entity buexists inan environment, however the concept of environment is kbgtract. The
definition does not make explicithatit means for an agent to be situated in an environment, ethingp

in the definition explicitly refers to the fact that the eriste of an agent in an environment entails a
social component. Isituated MASsagents are particularly social entities. The emphasistirated
MASSs is on 'M’ in MAS, rather than on 'A’. Agents and environmteconstitute complementary parts
of a multi-agent world. Situatedness expressesdbal relationshipsbetween agents and objects in the
environment. Exactly these relationships give the systerammg and drive the evolution of the MAS.
Through its situatedness an agent is placed in a contexhéhit able to perceive and in which he can
interact with other agents. Intelligence in a situated MAginates from theseteractions rather then
from capabilities of individual agents.

The approach of situated MASs has a long history. R. BrooK8][Tdentified the key ideas of
situatednessembodimentind emergence of intelligencel. Steels [30] and J. L. Deneubourg [9] in-
troduced the basic mechanisms for agents to coordinateghrthe environmentgradient fieldsand
marks P. Maes [21] adopted the early robot-oriented principleseactivity in a broader context of
software MASs. A. Drogoul [11], M. Dorigo [10], V. Parunak3dRand many other researchers drew in-
spiration from social insects and adopted the principlesitimted MASs. Where the school of reactive
MASSs originates from the rejection of classical agency dasesymbolic Al, nowadays the original op-
position tends to evolve towards convergence with diffesehools emphasizing different aspects. The
researchers, although having different points of viewvany complementary, and each have their own
applications [26].

Situated MASs have been applied with success in numeroasqaiapplications over a broad range
of domains. Some examples are: manufacturing scheduliigai@® supply chains systems [27], arti-
ficial worlds [20] and social simulation [18], network supp{3] and peer-to-peer systems [2]. The
benefits of situated MAS are well known, the most strikinghgegfficiency, robustness and flexibility.
However, in [35] M. Wooldridge has pointed to a number of tatibns of situated MASs. Some of the
guoted limitations are inherent to the approach, e.g. secimaking of situated agents is based on local,
current information so situated agents have by definitiohatdime view on the world. Other topics
are rather unsolved problems yet, e.g. the engineeringuwadted agents with respect to desired overall
behavior.
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1.2. Situated agents

Situated agents live and act in the present. Their decisiaking is not based on extensive reasoning
upon mental issues. Situated agents do not use long-termiptato decide what action sequence should
be executed, but instead perfosituated actionsSituated actions are actions selected on the basis of an
agent’s position, the state of the world he perceives aniddarinternal staté. Contrary to knowledge
based agents, situated agents do not emphasize internalingodf the environment. Instead, they
favor to employ the environment itself as a source of infdiama Internal representations are often sub-
symbolic, e.g. evolving threshold values that express jtmahics of an agent’s preferences over time
for certain behaviors [4][29]. Other forms of internal staain be representations of goals with respect to
the immediate environment (e.g. | see objects, so | can ggtara commitment to a particular role in a
local ongoing collaboration (e.g. as long as there are tbpailable, | pass them to the agent in front
of me). Describing representation only in terms of the immaedenvironment is known as indexical-
functional representation [22][13]. Situated agents @ggasentations as an instrument to direct their
decision making process, however this is done 'here and.nSwth representations do not oblige the
agent to keep track of a hypothetical future state or ingati the implications of it on a plan.

1.3. Simultaneous actions

Different agents in a situated MAS may execute actions $anebusly and these actions possibly inter-
fere with one another. We use the termsghultaneous actionas a general designation for actions that
happen together, see also [34]. We make a distinction betiveekinds of simultaneous actioniside-
pendent actionsindinterfering actions Independent actions are actions that do not interfere ovith
another. When for example two agents decide to make a stefliffer@nt location, these two actions can
happen independently of one another. Interfering actionhe other hand, bring two or more agents in
contact with each other. Interfering actions corresporehtmteraction between ageftDepending on
the nature of these interactions, we distinguish betvoemeurrent actionsinfluencing actiongndjoint
actions Concurrent actions are of a conflicting nature. An exangpte/o agents that simultaneously try
to pick up the same object. The result of such interaction bwathat one agent gets the object, while
the other fails to get it. Influencing actions are actiond fiasitively or negatively affect each other.
When for example two agents push the same object in diffeliemttions, the object moves according to
the resultant of the two actions. Whether or not this resglthovement is profitable for the individual
agents depends on their potential intentions. Joint estwa actions that must be executed together in
order to produce a successful result. An example of joinbastis a group of agents that carry a large
object and make a move together.

Other researchers make a similar distinction betweenrdiftekinds of simultaneous actions. Some
examples: Allen and Ferguson [1] differentiate betweetidas that interfere with each other’ and
"actions with additional effects’; Griffiths, Luck and dévno [17] talk about ’joint actions that a group
of agents perform together’ and 'concurrent actions thatparformed at the same time’; Boutilier and
Brafman [5] distinguish 'actions with a positive or negatinteracting effect’.

YWavish and Connah [31] adopted the notion of situated a@tiASs. They associate situated action with stimulustesg-
like behavior that is only related to external perceptianthis paper we relax this definition and allow agents alsotegrate
limited internal state to select their situated actions.

2Throughout the paper, we use interaction and interferitigmeinterchangeably. However, in general, the notiomtefriaction
is not only used for interfering actions, e.g. the allocatid a task by means of a contract net is also called an interact
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1.4. Towards a locally synchronous model for situated MASs

Contrary to cognitive approaches of agency where a lot ofeff devoted to the formalization of agent
concepts, little work has been done on the formalizatioritoted multi-agent systems. Genesereth and
Nilsson [16] have described a set of simple architecturadletsy including models for purely reactive
agents and simple agents with memory. Based on this work aeuof other researchers have developed
formal theories for agent architectures and interaction.ilderesting reference is [19] that analysis the
differences between rational and reactive agent archreestand proposes a unified architecture that
aims to capture both architectures as special cases.

Ferber and Muller [14] pursued a similar course and dewslop formal model for MAS that is
applicable to both purely reactive agents and agents withong That model is based on Ferber’s theory
for action, described in [12]. In essence, this theory sgparwhat an agent wants to perform from what
actually happens. Agents produce influences into the amviemt and subsequently the environment
reacts by combining the influences to deduce a new state ofidhie from them. The reification of
actions as influences enables the environment to combindtameously performed activity in the MAS.
Built upon this theory, the Ferber-Miiller model is able atlwith complex interactions both in the
environment and between agents through the environmentvetds, in that model all agents of the
MAS act at one global pace, i.e. the agents are globally spncted. Global synchronization implies
centralized control, in general an undesirable propertiéiSs. Besides, in order to calculate the
reaction, the environment has to combine the influenced afjahts in each cycle and that does not fit
with scalability of the MAS.

The contribution of this paper is a formal model for situat®8Ss that allows agents to synchronize
locally. In this model there is no centralized entity thapises all agents to act at one global pace, but
instead agents themselves decide when they perform thdimantons. The model supports simultane-
ous actions througlregional synchronizationWith regional synchronization agents form synchronized
groups on the basis of their actual locality. Different grewcan act asynchronously, while agents act
synchronously within their group. This results in a modelttioes not suffer from the drawbacks of
global synchronization while it preserves the propert@shtindling simultaneous actions.

1.5. Design choices of the model

By taking a formalized approach, the model we present giviegeaousspecificatiorof a situated MAS.
This specification describes the structural decomposafanMAS. Splitting up the MAS in constituent
components reduces complexity and offers a means for rie@sapon situated MASs. But more than
only a means for communication, the specification can alsees&s a basis foconstructingsituated
MASSs towarddmplementation

No model is without bias. Decomposing a system impliesign choicesand as such it reflects the
vision of the designers on the modeled system. The basicehdhat underlie the model presented in
this paper are:

1. to model actions of agents and their consequences in tir@ement
2. to deal with complex interactions in the environment aetiieen agents
3. to balance autonomy of agents with simultaneity of astion

4. to decompose the behavior of an agent into a set of furadtiandules that can further be refined
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5. to describe the evolution of the MAS

6. to use a formalized approach

We motivate each of these choices. Choices 1 and 2 clearkgsxphe underlying action-centric ap-
proach of the proposed model. The motivation for these esai that interactions between agents are
central to the problem solving abilities of situated MAS$Hioice 3 however, expresses that agents may
not be slaves of the collective. We advocate that the autgraima situated agent, with respect to the
decisionwhento act, can only be limited by other agents as far as this agdntolved in (possible)
interactions with other agents. Independently acting egsimould be able to act autonomously, i.e. at
their own pace, enhancing the flexibility of the MAS. This mation may sound evident, however find-
ing a good balance between the agents’ autonomy and th&ydbilperform simultaneous actions is a
non trivial matter. Therefore, in practice the autonomygsgrats to decide when to act is often sacrificed
to keep the implementation simple, e.g. with global synaotzation. The focus of choice 4 is on the
architecture of individual agents. The motivation for aistural decomposition is to build a model that
can serve as a basis for constructing situated agents. Aerunfildesign choices we have made reflect
common principles of agent architectures, such as limiggdgption, memaorization or decision making.
The motivations for other specific choices are explainedvéndiscussion of the agent model in section
5. The goal of choice 5 is to integrate activity of agents witiier ongoing activities in the environment.
The motivation is to build a model that supports dynamical@ion in the environment that not directly
depends on agent activity, but that potentially interfevéh the activity of agents. An example is a mov-
ing object that is influenced by an agent, e.g. a soccer pthgekicks the rolling ball or a robot arm that
removes a malformed product from a conveyor belt. Finallg,rhotivation for choice 6 is to be precise.
It is not a first goal of the model to perform mathematical figgition of situated MASs. Nevertheless
verification is an important topic, but in this paper we lirthie discussion to a formal description of a
MAS. A final remark concerns non-determinism in the MAS. Toiehoverloaded expressions we have
not included non-deterministic evolution of the MAS in thedel. In the elaborated example application
discussed in the paper, we touch upon non-determinismypriefi

1.6. Overview

The paper is structured as follows. In section 2 we brieflguls Ferber and Muller's model for action
based on influences and reactions to influences. Sectionl&@imexpegional synchronization. Next, in
section 4, we present a general theory for a dynamical sysseimsequently we apply this theory. First
we develop a model for agents in section 5. Next, in sectiore@lescribe a model for other ongoing
activities in the environment. Then we integrate both theselels in an integral model for situated
MASSs in section 7. In section 8 we apply the model for situdie&iSs to a simple example application.
We show how the abstract model can be instantiated and fallmace in the evolution of the application.
Finally, we evaluate the model and conclude, respectivegections 9 and 10.

2. Influences and reactions

In [14], J. Ferber and J.P. Miller describe a model for astio situated MASS. In this section, we give
a brief summary of the model as presented in that paper. Agnideve evaluate the model and point to
a number of limitations.
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The model of Ferber and Miller is based on three main priesipFirst, it distinguishes between
influences and reactions to influences. Influences come fisitld the agents and are attempts to modify
the course of events in the world. Reactions, which residtate changes, are produced by the environ-
ment by combining influences of all agents, given the locksbf the environment and the laws of the
world. This clear distinction between the products of therdag behavior and the reaction of the environ-
ment enables to handle simultaneous actions. Second, ttel thecomposes the system dynamics into
two parts, the dynamics of the environment and the dynanfitsecagents situated in the environment.
And third, the model describes the different dynamics oS by means of abstract state machines.

Contrary to classical theories that only use the state ofutidd to describe evolution in a MAS,
in Ferber and Muller's model evolution is described as thegformation of what they catlynamical
state Such dynamical state is defined as a 3-tuple:

deEA =<s,0,7>

s € S is the set of internal states of the agents, representingribietal state’ of the MASs is defined
as avectok sy X ... x s, > € 51 x ... x S, for all agents{ay,...a;,...a,} of the MAS.s; € S;
denotes the internal state of agenptwith S; the set of all possible states of agent o € X represents
the state of the environment ande T the set of influences simultaneously produced in the enwiemt.
The evolution of the MAS is then defined as:

Evol : Sx¥XxI'— L
Cycle: Sx X xI'=> SxXxT

Evol(< sp X ... X sy, >,0,7) = Evol(Cycle(< s1 X ... X s >,0,7))

Ferber and Muller define the evolution of a MAS as "an infingeursive function”, calle&volthat takes
as argument a dynamical state of the world. In each ste@'tlaée function transfers the dynamical state
to the next dynamical state. Thevol function runs in an infinite loop and as such returns no result
except errors or impossible values, denoted.By

The Cyclefunction is further split into three sub-functionBehavior;, React and Exzec. We start
with Behavior; that is typed as follows:

Behavior; : S; x ¥ — S; x T’
Behavior;(si,0) = < s;,Decisioni(SQ) >4

Behavior; defines how an agewf transforms his internal state and produces the next infejagigen
its own internal state and the state of the environmebis the internal state of the agent updated with
the last percept, whil®ecision; is the function that decides which operation must be exechésed
on the most recent information.

React and Ezec are typed as follows:

React : (A, ||) xExT = X
Ezec: (O,]]) xXxI' =T

3The authors do not explain halswol can produce a result it if none of its substituents ever does.
*We make the assumption that the behavior of an agent is basibe perceived state of the environment. In [14] there isesom
confusion about this issue, but in [13] Ferber affirms outagsion.
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A is the set of laws of the world that describe how the next s¢éatemputed given the previous state and
the set of influences and is the set of operators defined for the MAS that produce inlasnOperators
as well as laws are composed in parallel, denoted byl|tbperatoP. The React function takes the
influences and according to the current state of the worldisnidws, produces the next state of the
world. TheEzec function produces the influences in the next dynamical ststeording to the authors,
parallel composition of operators simply produces the mrob influences produced by the different
operators. For laws, the parallel composition must be cotative to allow a flexible description of state
changes by an unordered set of laws. Applied for two paretielposed laws, respectively operators,
we get:

React(A1 || A2,0,7) = React(A2, React(A1,0,7),7)
Ezec(oy || 02,0,7) = Exec(o1,0,7v) U Ezec(oz,0,7)

To describe the dynamics of the system, Ferber and Miltegiate theReact and Exec function
with the behavior of the agents in tli&,cle function:

Cycle(< s1X...xXsp,>,0,7) =< sy x--xsl, 0, Ezec((o1 || ... || 0p), 0", v) UU" i >
whereo’ = React((A1 || --. || Am),0,7) and< s.,~; > = Behavior;(s;,0)
(o1 || ... || op) denotes the set of parallel composed operators, while|| ... || A,,) denotes the

applied set of parallel composed laws. THecle function expresses the evolution of a MAS with
agents. This evolution is described as "an infinite recerfimction” that produces in each cycle: (1) a
new state of the environment as reaction of the environnuetiitet set of produced influences; (2) a new
set of internal states as a result of the behavior of the iddal agents and (3) a new set of influences
produced by the agents and the dynamics of the environment.

The evaluation of the model brings up the following consadiens. The model deals with complex
interactions in the environment and between agents, gphhie fundamental problem of simultaneous
actions in an elegant way. Besides, the model is applicalpeitely reactive agents as well as to agents
with memony?. However, in the modedll agents are forced to perform simultaneously the perception
to-action cycle in one step, i.e. the model is restricteg/tbronous description of MAS evolution. This
is a hard requirement and it implies a number of drawbacks@fodel. First, the scalability of the
model with respect to the number of agents in the MAS is lichitgince the influences all agents are
treated as if they happened together, each influence caiblydsserfere with any other influence. This
makes the costs for calculating reactions in the order cusgto the complete number of agents in the
MAS, i.e.O(n?) for a MAS populated with: agents. And second, all agents are globally synchronized
and that implies centralized control of the evolution of MAS. Centralized control conflicts with the
distributed nature of MAS.

3. Regional synchronization

To resolve the drawbacks of global synchronization witHosing the properties for handling complex
interactions, we introduce regional synchronization. iBeg synchronization shifts the responsibility

®Obviously, the type of the first argument in tizact function in [14] should be2*,||) and similar(29, ||) for the first
argument of the&Ezec function.

®In this brief overview, we only examined the more general eiddr agents with memory. For more information on purely
reactive agents, see [14].
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of synchronization from the environment towards the agenish regional synchronization, there is no
longer one global synchronizer, but instead each agentiiped with his own local synchronizer. Each
synchronizer is responsible to setup synchronizationtfoassociated agent with the synchronizers of
other agents. Since the goal of synchronization is to hagidialtaneous actions, in particular interfering
actions’, the range for an agent to synchronize with other agentdaheaun accordance with the range
for such interfering actions. In the context of situatedraget is quite natural to limit this range to
the perceptual range of the agents themselves. Synchtionizzetween two agents then boils down
to reaching a mutual agreement about synchronization. dchreuch an agreement, synchronizers
negotiate with one another by exchanging messages.

In general, setting up such regional synchronization isatrivial matter. First, an agent may
establish synchronization with more than one agent. Thién that a group as a whole must reach
an agreement about synchronization. Second, agents amoaubus entities, running in asynchronous
processes. This fundamental property makes that any dgritds entered the phase of synchronization
setup can be disturbed, at any time, by a new agent that énteperceptual range of the synchronizing
agent. And finally, a third tough nut to crack concerns thgasédness of agents. Since situated agents
have an explicit position in the environment, each agentehpsrsonal view on the environment. So
when two agents are positioned inside each others pert¢ephge, they may see different candidates to
synchronize with. This property makes that at the end oflssorization setup an agent may know only
a limited number of agents of the synchronized group to whielbelongs. We call the whole group a
region of synchronized agents. Each member of a region of synctedrigents is synchronized with
every other member of that group, however each memiwsirastly synchronizeanly with a subset of
the whole group, i.e. with the agents he perceives himself.

We developed an algorithm that enables individual agengstablish regional synchronization. For
a detailed discussion of this algorithm we refer to [33]. élare limit the discussion to an intuitive
description of the algorithm.

As stated above, each agent is equipped with a synchronlaeiswesponsible for handling synchro-
nization. Before each action an agent enters synchroaizagtup. Synchronization setup starts when
the synchronizer receives igew—settogether with thesynchronization—timeThe view—set is the ini-
tial set of candidates for synchronization, containingsgiichronizers within the perceptual range of the
associated agent. Agents that do not perceive any othet aifbim their perceptual range skip synchro-
nization setup and continue immediately, acting asynausly. The synchronization—time is the value
of the logical clock at the moment when the synchronizerswset was composed. This logical clock
is a counter maintained by the environm&nEach time a group of synchronized agents has concluded
the acting phase, the value of the logical clock is increeeaind new view—sets for the agents are com-
posed. With the view-set and synchronization-time the Bsorizer composes synchronization—set
Besides its own name and synchronization—time, such sgni@ation—set contains member—setin
the member—set each synchronizer in the view—set of thehsynizer is represented byraember A
member is a 3-tuple, containing thameof the candidate for synchronizationsiteand atime stamp
Initially each member of the member—set is in the initiatestdenoted byni, while the time stamps have
the valuet® that stands for the initial value, zero. During the exeautid the algorithm, synchronizers

"Interfering actions are the kinds of simultaneous actioasdescribed in the introduction section: concurrent astidmflu-
encing actions and joint actions.

8Notice that the value of the logical clock is not a global shte. In a distributed setting, the local environment offh#&S on
each host maintains its own local clock.
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progressively try to synchronize with the members of thgirchronization—set by means of sending
messages back and forth. During this interaction, negagiesgynchronizers pass two phases. During
the first phase they decide whether they agree about synzhatiom and subsequently during the second
phase they mutually commit to the agreement. During thisgss, synchronizers exchange the value of
their synchronization—time and mutually register the neamk values for the member of that particular
synchronizer. Throughout the algorithm, the state of eaember evolves fronini to ack (synchro-
nization accepted};om(committed) and finallysync(mutually synchronized). The decision whether a
synchronizer continues synchronization with a particslarchronizer depends on (1) the membership
of a requesting synchronizer; (2) the comparison betweerwalue of the synchronization—time of the
member and the value of the synchronizer’'s own synchradoizatime; and (3) the combination of states
of all members of the member—set. In case synchronizatiomotibe achieved, the rejecting synchro-
nizer informs its colleague. As far as they belong to eaclkrstmember—set, both synchronizers then
remove the corresponding member from their member—setods as all members of the member—set
of a synchronizer have reached the stajac, the synchronizer concludes synchronization setup and
activates its associated agent to continue acting. Bas#tkedndividual sets of synchronized agents, the
environment composes regions of agents whose influencésmadbed synchronously.

To conclude this section we briefly describe how the algoriihtegrates two building blocks of
distributed algorithms: a two-phase commit protocol armbichl clock. In a classical two-phase commit
protocol, one coordinator manages the votes of all paditgp and decides about the outcome of the
interaction. In our algorithm, synchronizers are peersaamdplay both the role of participant as well as
coordinator during one ongoing synchronization setup. dWinble one synchronizer plays with respect
to the other depends on the comparison of the values of bethsynchronization—time, i.e. the value of
the logical clock they received when they entered synchedmin setup. As for the two-phase commit
protocol, the result of our algorithm is a set of synchrorizhat have reached an agreement, i.e. their
associate agents execute the next action synchronized.ewgowcontrary to the two-phase commit
protocol where reaching an agreement is a matter of all dimgpbetween a fixed set of participants, the
algorithm for regional synchronization can result in areagnent between only a subset of synchronizers
involved in the ongoing negotiation.

4. Dynamical system

In this section, we present a theory that forms the basisefibdel for situated MAS we discuss in
the following sections. This theory describes the dynaroica system composed of a set of actors
At ={a,...,a,} that existin an environment. Actors are processes thatedarm actions in the en-
vironment. We denote a group of actors that simultaneoustfiopm an action aa C At. Furthermore,
we introduced = 2 ¢, i.e. the set of all possible subsetsAx, thusa € A. Besides the activity invoked
by the actors, other activities may be going on in the enwvirent too. Examples of such activities are a
moving object or, in the context of ant-like systems, an evating pheromone. We describe such activ-
ities asongoing activitiesdenoted ad; € Ac, with Ac = {d1,...,d,,} the set of all possible ongoing
activities in the MAS andD C 24¢ the set of all subsets of ongoing activities that simultaisocan
be active in the environment. The theory we discuss is basealeodistinction between influences and
the reactions of the environment upon them. We use a differation of dynamical states Ferber and
Muller:
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dEANA =<o0,9>

o € X is the state of the environment, whijec ¥ describes a set aonsumptiond. A consumption
is an effect from the environment reserved for a particudora Such consumption is a result from
the reaction of the environment to the most recently produnfiuences for that actor. When an actor
‘consumes’ a consumption, the consumed effect can be axbbsbthe actor (e.g. food that is turned into
energy), the actor may simply hold an element (e.g. an obgbtias picked up) or the consumption may
affect the actor’s state (e.g. the arm of a robot is wrenchemligh an external force). We motivate the
different choice of dynamical state in comparison to thébEeMauller model at the end of this section.
The dynamics of the system is defined as@hgle function that maps a dynamical state on the next
dynamical state:

Cycle : X XV — X x ¥
Cycle(o,) = < o', >

To clarify the activities invoked by the actors and the ongaactivities in the environment on the one
hand and the reaction of the environment upon both actvibie the other hand, we split tieycle
function in two parts. The first part is composed of two subefions: Ezec® and Apply?. Ezec?
represents the activities invoked by the actors, while tigoong activities in the environment are repre-
sented by thedpply? function. The second part is a single functiBlaact that represents the reaction
of the environment to the simultaneously performed agtigit actors and ongoing activities. We start
with Ezec? that is typed as follows:

Ezect: (207,) xS x U — I x ¥
Ezec®((0p || .. || o), 0,9) =<7, 9" >

Here,a = {a,,...,a;} is the set of simultaneously acting actors aftl € I'4 the set of influences
produced bya, with T4 C T all influence sets that can be produced by actors Iaradl influence
sets that can be produced in the system. Influences are pabdliough the application afperators
Operators of simultaneously acting actors are composedaiallel, denoted by thg operator. The
operator applied by ; € « is denoted as; € O4, with O C O the set of operators available for actors
andO the operators available in the system. We define an opera@Batuple:

0; € O < name, conditions, in fluence >

name IS an expression with variables that can appear bothiditions and inin fluence. conditions
is a set of expressions that determine when the openatare is applicable.in fluence finally denotes
the activity in the world that the application of the operaatiempts to realize. Operators are composed
in parallel to define the resulting set of influences of theuliameous acting actors, i.e. simply the
union of influences produced by the different operat@sec® ((op, || .. || 0¢), 0, 1) then expresses the
execution of the operators invoked by the actors, in wordghé state of the environment a set of
actorsa consume a subset of consumptions/piayZ, resulting in a reduced set of consumptidhs
¢! =4y —4¥, and produce, with a set of composed operatoys| .. || o;), a set of influences .

The effects of the ongoing activities in the environmentiadeiced by thedpply” function that is
typed as follows:

®We borrow the notion of consumption from Ferber who intragtlithe concept in [13].
%The binary operator--’ simply denotes the subtraction of two sets (operand 1 mopesand 2), while the+’ operator
analogously denotes the addition of two sets.
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Apply? - (207,|)) x £ — TP
Apply®((o, || .. || 0v),0) =4

OP C O is the set of operators that can be applied by ongoing desyitvhileI'” C T represents the
set of influence sets that can be produced in the environrhesugdh the application of the operators by
ongoing activities.Apply((o, || ... || 0v), o) expresses the application of the operators resulting from
the ongoing activities in the environment, with= {d,,...,d,} the current set of ongoing activities,
i.e.d € D. Putting it to words: in the state of the environmentd produces the set of influences
through the application of a set of parallel composed opesab, || ... || 0,), one operatov; for each
ongoing activityd; € d.

Since the activities invoked by the actors and the ongoitigiges in the environment happen simul-
taneously, we have to combine the influences resulting figmiy? and Ezec®. For convenience, we
use a relaxed definition of function composition, héa,b) = g o (f1(a), f2(b)) denotes that function
h(a,b) is defined as: first calculatg (a) and f,(b) are then use the results to calculateBased on this
definition, we represent the combination of activity invdkey the actors and the ongoing activities by
the binary operatog that is typed as follows:

(W) 1 ((297,]]) x ) x (2°7,|) x Ex ¥) —» TP xTAx ¥

& (((or |l --- 11 00),0), ((0p [[ - - I o), 0, ) = < %, 9%, 9" >
ord (((or |l - [l 0v), ), ((0p || - - || 01),0,4)) =
Uy o (Apply®((or || .- |l 0v),0), Ezec®(((0p || .- || 1)), 0,%))

with Ur: (TP) x T4 x ¥) — I'P xTAx ¥

The reaction of the environment to the simultaneously peréa activity of the actors and the ongo-
ing activities in the environment is described by feuct function that is typed as follows:

React : 2N |) x Ex TP xTAx T — N x ¥
React((Ag || -+ || A), 0,797, 9") = < o' 9 >

A denotes théawsof the world. These laws describe how the next state of thearment is computed,
given the previous state and the produced influences. Laawdedined as 3-tuples:

A € A <influence-set, conditions, ef fects >

influence-set is the set of influences involved in the law, i.e. a collectidmpossibly interfering influ-
ences originated from the execution of a set of parallel aseagd operators:onditions can be state rep-
resentations of the environment or other parameterizetbboexpressions. Every termdonditions
must hold to apply thef fects, otherwise no effect at all is induced by the lawf fects expresses
the results of the successful application of the law in theSviAe. state changes or other effects the
actors experience. Note that the outcome pfects can be non-deterministic, e.g. for a set of concur-
rent actions, a law may specify that a random selection ¢drdifit possible outcomes is made. As for
operators, laws are composed in pardftel React((A, || ... || M), 0,7, 7%, 9!) then expresses the
reaction of the environment to the simultaneously perfarraetivity in the environment. Putting it to
words: in the state of the environmentfor the united sets of influences’ and~ ¢, produce according

In section 8.2.2 we elaborate on the semantics of paralfepesition of laws, illustrated by a concrete set of laws.
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Decision making

Effect acquisition

' Operator execution

Influence collection

Switch point
W-H model

?Execution-Reaction cycle

Switch point
F-M model

Reaction calculation

Figure 1. Structural overview of the execution-reactiodey

to the set of parallel composed laws, || ... || A4), the next state of the environmesttand add a set
of consumptions, say %, to ¢ ! resulting in an updated set of consumptigris= ! + %.
We can now describe the evolution of the dynamical system:

Cycle(o,v) = React((Ag || ... || M) 0, 4, %, pl)
With < 74,7, >= (Apply™((oy | - - || 00),0) & Ezec®((0p || ... || o1), 0, 1))

We define the evolution of the dynamical system as a sequeincgcles. In each cycle th€'ycle
function transfers the dynamical state into the next dycahstate, i.e. it produces (1) a new state of
the environment and (2) a new set of consumptions. This tddfansfer is the result of theaction

of the environment to thexecutionof a set of parallel composed operatéss || ... || o;) invoked by

a subset of actora that exist in the system together with thpplication of a set of parallel composed
operatorgo, || ... || 0,) resulting from the ongoing activitiesin the environment, given the state of the
environment, a set of consumptions, and a set of parallel composed laws of the wAg || .. || Ay).

To conclude this section, we reflect on the model and clanifylat respect and why the proposed
model differs from the model of Ferber and Miller. Two olsadifferences between the models are
the definition of dynamical state and the granularity of theugs of synchronized agents. We discuss
the differences of the models from the perspective of theuwti@n-reaction cycle for situated MASS,
graphically depicted in Fig. 1. In the Ferber-Muller modghamical state is composed witifluences
As such, the dynamics of the MAS can be expressed as theareasftithe environment to the set of
influences and subsequently the production of a new set aeinles, given the state of the environment
and the laws of the world. So, the execution-reaction cyates from the point where the influences are
collected to the next point where influences are collectedicated by the "Switch point F-M model”
in Fig. 1. In that model, the start of the cycle is initiated thy environment and as such the model
takes arenvironment-centerediew on MAS evolution. This fits well with synchronous evohit of the
MAS whereby each agent in the system has to produce a newrinfiue each new cycle. As such, the
granularity of synchronous acting agents in the FerbelleWlis the whole group of agents in the MAS.
All agents act at one global pace, i.e. the influences of @&htgjin each cycle are considered as happen
simultaneously.
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In the model proposed in this paper, dynamical state is cepgppwithconsumptionsThe dynamics
of the MAS can be expressed as the consummation of a subsehsdirmptions and the production of
a set of influences to which the environment subsequentlstsgaccording to the applicable laws) by
updating its state and producing a new set of consumptiams this model the execution-reaction cycle
runs from the point where the reactions are calculated togkepoint where the reactions are calculated,
indicated by the "Switch point W-H model” in Fig. 1. In this mhel actors take the initiative to start their
cycles, and as such the model takesgant-centerediew on MAS evolution. A subtle difference with
the Ferber-Miller model is that in this model subsets ob@ctan consume their consumptions inde-
pendently and run asynchronously through the executiagtign cycle. In this model, the granularity of
synchronous acting actors are the subsets. Influencesarfatithin a subset are considered as happen
simultaneously, however different subsets can act asgnolsly.

5. Model for situated agents

In this section we describe an architecture for a situatediaat fits in the theory of a dynamical system
as we discussed in the previous section. In this theory we theenotion of actor as an abstract concept
for a process that is able to act in an environment and congluenesults of his actions. In this section,
we refine the notion of actor towards a generic model for aatéliagent. More than only observable
behavior, a situated agent is an encapsulated entity widralecapabilities. We consider agents to have
memory, however this should be seen as a generalizationcasnabt exclude the model to be applicable
to purely reactive agents. In section 7 we integrate thetagedel, together with the model for ongoing
activities in the environment we discuss in the next seciioa generic architecture for situated MASs.
We start by introducing a number of definitions:

Ag ={a,...a;,...ay} : the agents of the MAS

y; € Y : the identity ofa; with Y = {yi,...,y,} the set of unique identities, one for each
agent in the MAS

Id: Ag — Y is afunction that returns an agent’s identity, Lé(a;) = y;

T = 2" the set of all possible subsets of identities of agents

pi € P; . apercept? of a;, with P; the set of all possible percepts@f

C': the set of possible consumptions in the MAS

¢; € C;: aconsumption consumed by agepntwith C; C C the set of all consumptions
that can be consumed by agent

s; € S; : the internal state af ;, with S; the set of all possible states @f

v; € T : a set of identities of agents with whom agentis directly synchronized
(Vai € Ag : Id(ai) € ’Uz') A (Vaj,ak € Ag : if Id(aj) € vy thenId(ak) € ’Uj)

u; € M : aset of synchronization messages exchanged; byith M the set of all
possible synchronization messages in the MAS

O: the operators available in the MAS

049 C O: the operators available for agents in the MAS

0; € Of‘-": an operator for agemt;, with Of‘-" C 049 the set of all operators available for

Based on these definitions, we define a situated agent asuplE2-t

12p percept denotes the perceptual input an agent is able ¢eigerin his environment.
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A ) .
ai =< v, Pi,C;, Si, Y, M. O, Perception;, Consumption;,
Memorization;, Synchronization;, Decision; >

An agent is capable to perceive its neighboring environmdittis is expressed by thBerception ;
function that is typed as follows:

Perception; : ¥ — F;

Sense; : 3 — X|q

Interpret; : ¥ |qg— P;

Perceptioni(o) = Interpreti(o;) o Sense;(o)
= Interpret;(Sense; (o))
=Di

Perception; is a compound functionSense; produces a representation of the local environment for the
agent. We defin€l as the demarcation for the MAK. marks out the scope agents are able to perceive
in their environment. Depending on the domdih¢an be a fixed parameter for all agents, or a function
that determines the perceptual range for an agent based @aditicular capabilities and/ or the state of
the environmerit. ¥ |q is X limited according ta applied in the context of an agemt. Interpret;
takes a representation of the local environment and predapercept for the agent.

Besides perception, a situated agent is also capable tomensffects from the environment. Con-
suming a consumption is expressed by ¢hesumption ; function that is typed as follows:

Consumption; : ¥ — C;

Identify; : U — ¥y

Consume; : ¥ |y — C;

Consumption;(y) = Consume;(1);) o Identify; (1))
= Consume;(Identify;(¢))

:C’i

Consumption;(1) is also a compound function. Since consumptions are pdisedaconsuming a
consumption requires the mapping of the set of consumptimtise agent before this latter consumes.
Therefore thd denti fy; function use¥’, the set of identities that uniquely distinguishes any tgerdas
of the MAS. U |y is ¥ personalized according 16 applied in the context of an agem}.

The Memorization; function allows a situated agent to register knowledges Timction is typed
as follows:

Memorization; : P, x C; x S; — S;
o o
Memorization;(p;, c;, ;) = s,

The Memorization; function takes three arguments: the last percept, the tastuenption and the
actual internal state. With thi&l emorization; produces a new internal state. To what extent the agent
uses the last percept and consumption to update his intstai@ depends on the implementation of
Memorization; and is a choice of the designer.

To enable simultaneous actions, a situated agent must bbéleap set up synchronization with other
agents. This is done through tlgnchronization; function:

130 may e.g. specify how a region behind an obstacle is out of ¢bpesof a perceiving agent. Whereas physical sensing
naturally incorporates such constraints, in software M&f@sconstraints have to be modeled explicitly



D. Weyns and T. Holvoet/ A Formal Model for Situated MulteAgSystems 15

Synchronization; : P, — T
Synchronization;(p;) = v;

Synchronization; establishes synchronization @f with every agent whose identity belongsuo An
important design choice concerns the way how such sets anpased. The approach of the model
is to let synchronization be theatural consequencef situatedness of agents and not be part of the
agentsdecision mechanisrsee below). This is reflected in the fact that the compasitiba set of
synchronized agents only depends on the actual percegtibie agents and the implementation of the
Synchronization; module. For regional synchronizatian represents the set of agents to whigh
is directly synchronized. Such synchronization is achdetigough the execution of a synchronization
protocol, i.e. the exchange of a structured set of synchadioin messages; C M. The protocol is
implemented in theSynchronization; module. The decision to separate synchronization setup fro
the agent’s decision making is motivated by a basic priecifl situated agents: keep decision mak-
ing simple, avoid expensive reasoning but select an aati@reactive fashion according to the actual
situation.

An essential capability of any agent is decision making,the ability of an agents to decide what
action should be executed next. This functionality is réélden the model in théecision ; function:

o A

Decision; : Py x C; x S; — 07
.. !

Decision;(pi, ci, ;) = 0;

To decide what to do next, an agent uses his most recent pexndpconsumption, and the updated
internal state. His decision results in the selection of gerator for execution in the environment.
We can now describe the complete behavior of a situated :agent

Behcwiori:SiXEXW—)SiXOngT
Behaviori(s;,0,1%) = < s}, 04,v; >

with si = Memorization;(p;, ¢, s;)
pi = Perception;(o)
¢; = Consumption;(1))
o; = Decision;(p;, ¢i, s})
v; = Synchronization;(p;)

The behavior of a situated agent can be expressed as folbmssd on the internal state of the agent, the
perception in the environment and a consumption, a situegedt updates his internal state and selects
an operator for execution simultaneously with a set of diyesynchronized agents.

6. Model for ongoing activities in the environment

This section describes a model for ongoing activities ingheironment. Contrary to agents that are
encapsulated entities capable of performing deliberatéidres, ongoing activities simply operate into
the environment according to the evolving state of the emvitent. As for agents, ongoing activities
produce influences that are subject to the modeled laws d¥ith®. Although ongoing activities exist

independently of any particular agent, they typically ové&ge from triggers invoked by agents. Fore
example: a ball rolls after it was kicked by an agent, or a pimeme starts evaporating after it was
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dropped by an ant. But clearly, this approach should not bergdized. Sometimes ongoing activities
in the environment are likely to be modeled independent ehagntervention, e.g. the evolution of
environmental variables such as temperature.

To describe ongoing activities in the environment we usddhewing definitions:

Ac = {di,...d;,...dy}: the set of all possible ongoing activities in the environine

d € D: the set of ongoing activities that simultaneously opeiratethe environment,
with D C 24¢

O4¢ C O: the operators of the ongoing activities in the MAS

OJAC C 0O4¢: the set of operators of ongoing activity, i.e. the singletom;

We introduce a functiorOperation that returns the operator for a particular ongoing actiuitythe
environment®:

Operation : Ac — O4¢
Operation(d;) = o,

Depending on the state of the environment, the applicafitimecoperator of an ongoing activity returns a
set of influences. This set is empty if the operator is notiagple in the current state of the environment,
otherwise the set contains one influence for each instartbaigbarticular ongoing activity. We elaborate
on the application of operators of ongoing activities in et section.

7. Model for a situated MAS

We are now ready to describe an integral model for a situatd@ khat is in accordance with the theory
for a dynamical system discussed in section 4 and that mtiegrthe model for situated agents and
ongoing activities in the environment as described in tlewipus two sections.

Intuitively, a situated MAS is a set of situated agents whiah perform simultaneous actions in a
dynamic environment. Formally, we define a situated MAS a2atuple:

<Ag,1d, Ac,Op, 3, U, 0,A,Q,Y,®, G, D,Exec;,Compose®, Applyj,CollectD, W, React,Cycle >

In the following subsections, successively we discuss thributions of activity in the MAS by the
agents and the contributions of the ongoing activities eneéhvironment. Next we integrate both con-
tributions and discuss the reaction of the environment ¢osimultaneously performed activity in the
system. Then we present a graphical overview of the inteigratal model of situated MASs. We
conclude with a discussion of a number of open issues of thiemo

7.1. Contribution of activity by the agents in the MAS

We call a set of simultaneously acting agents a set of rejgyrachronized agents, in shortregion
A region is denoted by, € F, with F C 249 the set of all possible regions of the MAS, is an
equivalence class of agents related by the relatigtychronizedWith. isSychronizedWith is the
equivalence relation over a set of agefjighat are directly or indirectly synchronized, i.e.:

14For convenience we sometimes will uSe as short forOperation.
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Vax,ay € fr: H{bl,...,bp} with b; € fy : (ax Eap, Nby Eap, A .. /\bp € Oéay)
with «;,,C f, the agents with whoma; is directly synchronized, thuge; € o, : 1d(xj) € vy,

To describe the activity invoked by a region we use the falhgndefinitions:

G: the set of all possible influences that can be invoked irgcetivironment

G49 C @ the set of all possible influences that can be invoked bytagen

gi € Gf‘g: an influence invoked by ageaf with Gf‘g C G4 the set of all possible
influences that can be invoked by

v/ € TF: a set of influences invoked by a regigni.e.
v ={gi19i € G & a; € f & Vaj,a; € f: Id(a;) # Id(a;)}
andT'F C 26” the set of all sets of influences that can be invoked by regions

The Exec; function for agent; is typed as follows:

E;veci:OZAgx TXZ—>G?9XT
E$€Ci(0¢,’l)i,0’) =<9i,v; >

with o; = Decision;(p;, ¢;, s;) andv; = Synchronization;(p;)

In section 4, we define@zec” as a representation of the activity invoked by a set of samaibusly
acting actors. In the model for situated MASs we have splithi functionality in two parts.Ezec;
denotes the part of activity invoked by a single agent gi.¢he influence fow,;. However, the operator
selected by:; must be parallel composed with the operators of the othertagé the region to which;
belongs. Moreover, the simultaneous activity of the agengssituated MAS may originate from more
than only one region. Different regions can be active at Hmestime, apart from the other ongoing
activities in the environment we discuss in the next secfidre composition of all simultaneous activity
of the agents is represented in the model by@enpose ® function. ¢, € ® denotes a set of regions
that act at the same time into the environment, with= 2% the set of all possible subsets of regions in
the MAS. We denote an ageat who belongs to a regioff, € ¢, by a; > ¢. Compose? is typed as
follows:

Compose® : 261 % 2T x 20x ¥ — 2" x ¥
Compose® ((gs, ..., Gw), Vs, .y V), (Csy vy Cw), ) =< {ka}¢ka Pl >

with Va, € {as,...,ap} : az > Py
{77, }9e={Ulrg;} for all a; € fi and all f € ¢y
Pl = 1p — Y% (Ufre;) for all a; > ¢y

Compose?s composes the influence s€tsone for each regiorfy, that belongs ta, i.e.{~y, }?¢. This
composition per region is based on the identity sgtef directly synchronized agents, one set for each
agenta;> ¢;,. For a detailed explanation of region composition we ref¢84]. Besides, th€ ompose®*
function removes the consumptions consumed by all agents, ofesulting in an intermediary set of
consumptions denoted hy’.

Bstrictly speaking the domains for selected influencesgctlirsynchronized agents and consumptions should be etestrio
sets fordifferentagents, however for convenience we use the more generalfgaissible subsets for each type.
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7.2. Contributions of ongoing activities in the environmen

Simultaneously with the activity invoked by the agents & &#ttive regions a number of ongoing activi-
ties may produce influences into the environment too. Tordesthe activity invoked in the environment
by the ongoing activities we use the following definitions:

GA¢ C G- the set of all possible influences that can be invoked by inggactivities
r'4e = 26“°: the set of all influence sets that can be invoked by ongoitigitees
G4lc C G4 the set of influences that can be invoked by an ongoing #ctiyi
v; € I';: aset of influences invoked by an ongoing activity with I'; C 267
v¢ € T'P: a set of influences simultaneously invoked by a set of onggativitiesd, i.e.
Yl ={y;|v €Tl & dj €d & Vd,,d, € d: Op(d,) # Op(d,)} and
I'P C T4¢ the set of all influence sets that simultaneously can be ey
ongoing activities

Similar to the agents, we have split up the simultaneousigcbf ongoing activities in two parts. The
Apply; function expresses the activity invoked by one ongoingridgtand is typed as follows:

Apply; 0340 xX = Iy
Apply;(oj,0) =;
with o; = Operation(d;)
Apply; producesy;, i.e. a set of influences, one for each instance of the ongaatigity d ; in the

environment. The composition of all simultaneously perfed ongoing activities in the environment is
represented by th@ollect” function and is typed as follows:

Collect? : or e L, D
Collect(yy, ..., 1) =1

with Vd, € {d,,...,dy}:dy €d
v¢ = Uy, foralld; € d

d

Collect® composes one influence sgt for the ongoing activitieg in the system, i.e. simply the union
of all influence sets; each of them produced by one ongoing activifyc d.

7.3. Reaction to the simultaneously performed activity inhe environment

Since in the MAS model th€ollect® function is responsible for collecting the influences of oing
activities in the environment and ti@ompose?s function assembles the influence sets of the active
regions, we slightly modify the operator that combines the influence sets resulting froim fooictions:

(W) ((25%) x (26% x 2T x 20 x ¥)) - TP x 21" x ¥
W (Vs Y0)s ((Gss o5 Guw)s (Vs oy V), (€55 05 €00), ) =< 7d7 {'Yfk}¢k7¢l >
Orw ((’YTﬂ "77U)7 ((957 "79’(1))7 (U57 "7U'LU)7 (057 "7cw)7¢ )

Up o (Collectd(%, e s Yo)s Compose¢k((gs, cesGw)s (Vs ooy 00)s (Coy e vy ), 1))
with Up: (TP) x (21" x ¥) — 'Y x 2" x ¥
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Based on the composition of influence sets defined bystluperator, we can now define thieeact
function for a situated MAS. Th&eact function expresses the reaction of the environment to thelsi
taneously performed activity, i.e. (1) the sets of influenpeduced by the agents of the regiongsef
and (2) the influences produced by the ongoing activifiesthe environment. It is important to notice
that since the activity of the agents per region is by definifiocal, there is no interference between
actions of agents of different regions. However, since amgactivities are not associated to particular
regions, each influence of the set of ongoing activities aaargially interfere with any influence of an
active agent. Therefore, in practice, the reaction of ther@emment to the simultaneously performed
activity in one cycle can be calculated per region, each efntitombined with the set of influences of
the ongoing activitiesReact is typed as follows:

React: (21, |) x S x P x 2" x ¥ 5 ¥ x ¥
ReaCt((Aq || . || Au)ao—a 7d7{7fk}¢ka¢1) =< O—Iadjl >
with ¢/ = ! 4 pF

React executes the influence sets of the active reg{ons}?* and the ongoing activitieg? in the MAS,
given the state of the environment the set of consumptiong! and the parallel composed laws of the
world (A, || .. || Ay). This results in a new state of the environmeritand a new set of consumptions,
sayy . This latter set is added to the intermediary set of consiampty ! delivered by the”ompose?*
function, resulting in the next set of consumptions dentited ’'.

To conclude, we express the evolution of a situated MAS inntioglel, based on the dynamics of
agents and environment:

Cycle: Sx X xV¥ — §xXUxWU
Cycle((s1X...Xsp),0,9) =< (s]x...xs},), React((A\q || .. || Au),o,vd,{yfk}¢k,¢1) >

with Va; > ¢ : s; = Memorization;(p;,ci, si) andVa; § ¢, : s; = s;
v¢ = Collect(vyy,...,v)
Vdj € d:v; = Apply;(o;j,0)
oj = Operation(d;)
<1, 19, Pl > = Compose® ((gsy - Guw)s (Uss ooy Uw)s (Csy ooy )y 2h)
Ya; > ¢ : < gi,v; >= Ezeci(o;,v;,0)
o0; = Decision;(p;, ¢i, s;)
v; = Synchronization;(p;)
p; = Perception;(o)
¢; = Consumption;(1))

We can now express the dynamics of a situated MAS: the evoluf a situated MAS is defined as a
sequence of cycles. In each cycle &gcle function transfers the dynamical state into the next dycami
state, i.e. it produces new internal states for the agemsewastate of the environment and a new set of
consumptions. The new internal states result frormtleenorizatiorof the active agents; the new state of
the environment and the new set of consumptions are the mdthk reactionof the environment to the
compositiorof the parallelexecuted decisiors the agents per active region together with¢bélection

of the applied operators of the ongoing activities in the environment,egithe previous dynamical
state and a set of parallel composed laws of the world. Figugtves an overview of the integral
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Figure 2. Graphical overview of the formal model for sitichiASs.

model of situated MAS¥. It is important to notice that the evolution of a MAS is typlly non-
deterministic. However, to avoid overloaded expressioashave not included non-determinism in the
model. To illustrate one cause of non-determinism, we lyriefbk at the application of laws in the
model’. Consider a MAS with agents that can pick up objects in the&emment. Suppose now that two
neighboring agents simultaneously try to pick up the sanjectbTo resolve these concurrent actions,
we further suppose that a law in the MAS determines that ih sase a non-deterministic choice is made
to grant the object to one of the two involved agents. As aegumsnce of the actions of the two agents
the MAS evolves in one of two possible directions, dependingvhich of the agents gets the object.
Based on such (and other kinds of) non-determinism we camséter the evolution of a MAS and say
that each cycle in the evolution starts from a particularasigital state that is transferred into one of a
number (1 or more) of possible new dynamical states. As ghehdynamical state space of the MAS
grows per cycle as a divergent tree and the evolution of th&SMRApressed in our model as a sequence
of cycles reflects one trace in this tree.

%The Message Routing module simply routes the synchronization messages fromtessito receivers.
"We take this kind of non-determinism into account in the eptenapplication discussed in the next section.
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7.4. Openissues

Dealing with time. In the presented model, the evolution of a situated MAS caridveed as an abstract
state machine that executes, in each cycle, the simultaheparformed activity in the environment at
that point in time. This way the model ensures conceptualilsaneity, however in practice things hap-
pen mostly sequentially, e.g. on a single processor sysféith.respect to the practical implementation
of MASs the question then arises how to reconcile concegitalltaneous activity with physical activ-
ity. Although from the practical point of view this is an impant problem, in this paper we only mention
briefly some issues of it.

In the Ferber-Milller model the mapping of conceptual stemgity with physical activity is straight-
forward. During each cycle all agents in the MAS have to deeidout their next action. Only when all
agents have invoked their influence the cycle is executedarfant of this approach is to allow agents
not to act in some cycles or let them execute a spegidl-action when they have not yet concluded
decision making. This is a way to imitate asynchronous gi@iwf the MAS. However, prudence is in
order. An example of this approach is the RoboCup Soccer8€rwhere time is updated in discrete
steps of 100 ms. All agents (players) are allowed to perfammaxtion in each cycle. Players that have
not acted in time are simply ignored. The simulator dealk witerfering actions, e.g. when several play-
ers kick the ball together, all the kicks are applied to thiédoad a resulting acceleration is calculated.
This approach may be perfect for the RoboCup competitiowelier it is not a general solution for si-
multaneous actions. In fact, the Soccer Server only gueearthat actions that apeocessedluring the
physical time-slot of 100 ms are treated as if they happeogether. 1t does not offer support for logical
simultaneity of actions. When for some reason the actiorsoofe of the simultaneously acting agents
are not handled in time, e.g. because of network delays @usecthese agents got too little execution
time on a sequential execution platform, the effects of thrikaneous actions of these agents are not
taken into account.

In the model presented in this paper, the mapping of conakptmultaneity onto physical activity is
more complex. Agents act synchronously per region, howagents of different regions may be active
at the same time. Therefore, in practice the mapping can plemented in different ways. One solution
is to give each agent of the MAS a fixed period of time for decisinaking and after that execute all
regionsthat have concluded action selection. Contrary to the Ragi&woccer implementation discussed
above, this solution ensures that simultaneous actiongefta are treated correctly since influences are
executed on a per region basis. After all, with regional Byoization, the simultaneity of actions is
established based on the locality of agents and that exaetlighes with the radius of actions of different
situated agents that may interfere with one another. Howewsuring that each agent gets a guaranteed
slot of time for calculation requires a dedicated scheduiinfrastructure. This problem is subject of
current research in our working group.

Synchronization of agents and dynamics.Another remark concerns the quite complex problem of
the synchronization of agent activity and other dynamictheenvironment. The problem here is that
in many cases the ongoing activities in the environment ssea@ated with physical time. Pheromone
evaporation for example is mostly implemented as a funatfgphysical time [28]. However, load on a
computer system typically fluctuates. As a consequencedtiid of the pheromone strength does not
evolve proportionally to the available computation timetlee agents. These kinds of problems too are
subject of ongoing research.

Bhttp://sserver.sourceforge.net/downloads.html
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Direct communication. The model presented in this paper does not explicitly deti direct commu-
nication between agents. According to Ferber in [13], mgss@&an be transmitted at the same time as
the influences, and received with perception. However, voiddd not to integrate communication in
the model this way. The point is that the synchronization esgages with actions would pin down the
model to handle actions in the environment and communieainis between agents at one and the same
pace. In [32] we demonstrated that this is not always ddsiraDngoing research intends to integrate
direct communication in the model in a general way.

8. The model applied

In this section we apply the model for situated MAS to a singdample application. First we introduce
the application. Next, we define a number of operators and.|den we follow a number of cycles in
a possible evolution of the MAS. We have selected arbitragions to be active during the successive
cycles with different cycles focusing on different kindsioferactions. For operators, laws, state rep-
resentations etc., we use a simple STRIPS-like languaget@®ever the model is not bound to this
language, any other representation language could be used.

8.1. A simple application

Fig. 3 depicts the MAS we use as a case to illustrate the maddifuated MASs presented in the
previous section. We take up and start following the agtivithe example application from the depicted
situation. The MAS has a discrete one-dimensional envientrin which four agents live. The goal of
the agents is to bring all the packets (black squares) framtto theout place. Agents are able to pick
up or put down a packet, but only from a neighboring placeirttaand out places included. Neighboring
agents can also transfer packets directly to one anothesh Bansfer requires a simultaneous action
of the two agents, i.e. the agent who carries the packet passthe packet while the accepting agent
mustacceptthe packet. An agent can carry at most one packet at a timéhdforore, we allow agents
that do not carry a packet to push forward a neighboring pgackeards the out place. When the road
is clear, the distance the packet moves depends on the @l and the friction in the environment.
When a moving packet bumps to an obstacle we take the simpleagh and let the moving packet stop.
Besides packets and agents, the in and out places too areexbsol be obstacles for moving packets.
However, there is an exceptional case, i.e. an agent is@bbath a moving packet when he stretches his
arms the moment when the packet arrives at his positionr Afteh a catch the agent holds the packet.
The places 1 to 12 can contain at most one packet or one apahtén carry a packet). Agents can
make a step to a free neighboring place, but can not stepghiatio and out places. An important property
of the agents is their limited view on the environment. Farexample MAS, thelemarcatiorf? is fixed
for all agents, and defined as a view-size of 2, illustrateddent A in Fig. 3. The view—size marks out
the range agents are able to perceive in their environmehthais also to setup regional synchronization
with other agents. Such synchronization enables them tsimcitaneously, e.g. to transfer a packet.
We represent state as a set of formulas of the fofm, ..., ¢,), wherep is a predicate and; are
values. The initial dynamical state of the application,ateras) , is defined as follows:

(51 =< 3170'17{(/)1 >
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Figure 3. Initial situation of the MAS application, = {A, B, C'} active region.

with o1 = {loc(A4,2),loc(B, 3),loc(C, 5),loc(D,12), at(T, 6),
free(1), free(4), free(7), free(8), free(9), free(10), free(11),
carry(A), carry(D), at(V,in), at(W,in), at(R, out), friction(1)}
1= {}
S1 =< 84,8B,S8C,SD >
= < {id(A),pos(2), hold(U)},{id(B),pos(3)},
{id(C),pos(5)},{id(D),pos(12), hold(S)} >

These definitions are self-explanatory. Note that the atiset of consumptiong ; is empty.

8.2. Operators and Laws

Before we elaborate on the evolution of the MAS, we first gimeogerview of the operators available
for the agents and the ongoing activities in the environmreamd the laws of the world that determine the
effects of the performing of these operafrs

8.2.1. Operators

According to the general definition for operators as defimegkction 4, an operator is a 3-tuple:
o € O < name, conditions, in fluence >

For the applied representation language, these terms aceiltlrl as followsname is an expression

of the formn(vy,...,vs), with v; variables that can appear both d¢anditions and inin fluence.
conditions can be state representations or other boolean expressitingariables and valuesn flu-
ence is a term of the forrm(p 1, ..., p;) with p; the parameters for the influence, i.e. a set of variables
or values. For the example application, we define the folhgwiperators for the agents:

< walk(z,dz), {id(z),pos(lz), free(lx + dx), |dz| = 1}, {step(z,dz)} >

< pickup(z,0), {id(z), pos(lx), —~hold(_)?°, at(o,l0), |lo—lz| = 1}, {pick(x,0,lo—lz)} >
< putdown(z, dz), {id(z), pos(lz), hold(o), |dz| = 1}, {put(z, o, dx)} >

< push(z,o,p),{id(z), pos(lz), at(o,lo),lo — lz = 1}, {press(z,0,p)}

< passon(z,y,o0),{id(z), pos(lz), hold(o),loc(y,ly), |ly — lz| = 1}, {pass(z,y,0)} >

< receive(x), {id(z), ~hold(_) }, {accept(z)} >

We only declare operators and laws that are relevant forthiaeation of the MAS evolution in the following example.
20 state denotes thattate does not hold, while denotes any possible value of a particular domain.
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To clarify the operators for agents, we explain the operatatup(z, 0) as an example. An agentis
able to pick up a packetwhen the following conditions hold: (1) the identity of thgeat isz ; (2) the
agent is positioned at locatide ; (3) currently the agent does not hold any packet; (4) th&gtacis
positioned at locatiofv ; (5) the packet and the agent are positioned next to each othélo—[z |= 1.
When all these conditions hold, the agent invokes the inflegfck(z, o, lo — lx) into the environment,
i.e. agentr performs an attempt to pick up the packdbcated next to himip — [z denotes in which
direction the agent picks up the packet, i.e. the relatiggadce compared to his own actual location).
Note that agent can verify the conditions 1 to 3 based on his internal statélewhe verification of
conditions 4 and 5 includes information the agent has pexdan the environment.

For the ongoing activities in the environment, we define @gmgle operator:

< moveon(o), {at(o,l0), speed(o,v),v > 0}, {move(o,v)} >

Thus a packet located afo attempts to move on as long as it has a speedo.

8.2.2. Laws

For the representation language, laws are defined as follows
A € A <influence-set, conditions, ef fects >

in fluence-set is the set of influences involved in the law, i.e. a collectidipossibly interfering influ-
ences originated from the execution of a set of parallel amag operatorsconditions can be state
representations of the environment or other boolean esijoreswith variables and values. Every term in
conditions must hold to apply thef fects, otherwise no effect at all is induced by the lavf.fects is a

set of formulas that expresses state changes and consomfaiicagents. Additional effects are denoted
with the keywordadd, while the keyword-em refers to effects that remove existing state. The outcome
of ef fects can be a non—deterministic selection of different pogtigsl Such selection is denoted as
@. For the example application, we define the following laws:

Simple Laws.
step(z) : < {step(x,dz)}, {loc(x,lz), free(lx + dx),|dz| =1},
{rem : loc(z,lz), free(lz + dz); add : loc(z,lz + dx), free(lz)} >
pick(z,0) : <{pick(z,o,dz)}{loc(z,lx), ~carry(z), at(o,lz + dx), |dz| = 1},
{rem : at(o,lo0); add : free(lo),carry(x), hold(x,0)} >
import(x,0): <{pick(z,o,dz)}.{loc(z,lx), ~carry(z), at(o,in), la+dz=in, de=—1},
{rem : at(o,in);add : carry(z), hold(z,0)} >
put(z) : < {put(x,o0,dz)}, {loc(z,lz), carry(z), free(lx + dzx),|dz| = 1},
{rem : carry(x), hold(z,0); add : at(o,lz + dz)} >
deliver(x) : < {put(z,o,dx)}, {loc(z,lz), carry(z),lz + dz = out,dx = 1},
{rem : carry(x), hold(z,0); add : at(o,out)} >
press(z,o) : < {press(z,o,p)},{loc(z,lz),at(o,lo0),lo —lz = 1,p > 0},
{add : speed(o,p)} >
move(o) :< {move(o,v)}, {at(o,lo), speed(o,v), friction(f),v> f, free(lo+1i) |}_;},
{rem : at(o,l0), free(lo + v), speed(o, v);
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add : free(lo), at(o,lo + v), speed(o,v — f)} >2

halt(o) : < {rove(o,v)}, {at(o,10), speed(o, v), friction(f),v<=f, free(lo+i)|}_;},

{rem : at(o,lo), free(lo + v), speed(o,v); add : free(lo),at(o,lo+v)} >
bump(o) : < {move(o,v)},

{at(o,10), speed(o,v),r > 0,7 < v, free(lo+1) |i_,, ~free(lo+r+ 1)},

{rem : at(o,lo), free(lo + r), speed(o,v); add : free(lo),at(o,lo+ 1)} >
block(o) :

< {move(o,v)},{at(o,lo), speed(o,v),~free(lo + 1)}, {rem : speed(o,v)} >

Joint Laws.
transfer(z,y) :
< {pass(z,y,0),accept(y)}, {loc(z,lx),loc(y, ly), |ly—lz| = 1,carry(z), ~carry(y)},
{rem : carry(x), hold(z,0);add : carry(y), hold(y,0)} >
catch(o, ) :
< {move(o,v), accept(x)},
{at(o,10),loc(z, 1z), speed(o,v),dt = 1,v * dt >= lz — lo, free(i) |* 1

i=lo+1J>
{rem : at(o,l0), speed(o,v);add : free(lo),carry(z), hold(z,0)} >

Concurrent Laws.
clash(z,y) :
< {step(z, dz), step(y,dy)},
{loc(z,lx), |dz| = 1,loc(y,ly),|dy| = 1,1z + dx = ly + dy, free(lz + dx)},
{rem : loc(z,lz), free(lz+dz);add : loc(z,lz+dz), free(lz)}
@ {rem:loc(y,ly), free(lytdy);add : loc(y, ly+dy), free(ly)} >

To clarify the laws, we explain the joint lavatch(o, ) as an example. In a catch two simultaneously
performed influences are involved: a packas moving with a speed and an agent is prepared to
accept a packet. The catch only succeeds when the follovanditions hold: (1) the initial position of
packeto is lo; (2) agentz is located alz ; (3) packeto has speed ; (4) during a unit of timalt = 1,
with a speed, the packet moves at least over a distahce lo, i.e. from its original positiorio to the
agents positioniz ; (5) all places between the initial position of the packet tre agent (i.e. frono + 1
tolz — 1) are free. If all these conditions hold the law is applie€, ihe packet moves from its starting
positionlo (this place is made free) into the hands of agentho then holds the packet

Contrary to Ferber and Mller we do not impose the compmsitif laws to be commutative. Since
the result of a law can be a non-deterministic selectionféémint outcomes we advocate that in general
the requirement of commutativity of laws for MASs is too dgWe propose that laws are applied in an
ordered way. The ordering is based on the number of influgheg¢sre involved in a law, denoted by the
notion oflevelof a law. The application of laws starts with the highest Iéaws. If a law can be found
for which a subset of influences from the given set of simaltarsly performed influences matches and
for which the conditions of that law hold, that law is appleat the corresponding subset of influences is
removed from the set of simultaneously performed influen&egsequently this procedure is repeated
for the remainder set of simultaneously performed influenggh the laws of the same level. When

2 p(expr(v)) |27, produces a set of condition terms, one for each substitwtkav in p(expr(v)) from start to stop.
If start > stop, the resulting set is empty.
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no more matching laws can be found at this level, the proeedurepeated for the laws at the next
(lower) level, and so on. In the end, for the influences forollmo matching compound law has been
found the simple laws (with level 1) are applied. Note thatgblection of a law at one level is made non-
deterministically, even if the same set of influences islvea in different laws. This latter case typically
occurs when a number of laws deal with different scenariohénMAS. The simple lawsnove(o),
halt(o), bump(o) andblock(o) illustrate this case. In each of these laws the same influenee (o, v)

is involved for which, if several of these laws are appliegalane is selected non-deterministically.

As shown in the example, we classify laws according to the kihinteraction they are applicable
to, with simple laws concerning independent simultanea®rs. This classification increases the
readability of laws and can serve as a guideline for desggtoestructure complex sets of laws. Note that
in the example the joint and concurrent laws all have leveltdle the simple laws have level 1.

Let us finally remark that the procedure to apply laws we potéod in this paper is only a start to
tackle the problem. Further research is necessary to fidgnthngle this quite complex problem.

8.3. Evolution of the MAS

Starting from the initial situationd( in section 8.1, see also Figure 3), we now follow a number ofesy
in a potential evolution of the MAS. In each cycle one or magions of agents are active, together with
other possible ongoing activities in the environment.

¢

8.3.1. Cycle 1:< s1, 01,91 > "3 < 59, 00,000 > with ¢ = {f1}, fi = {A,B,C} and dy = {}

In the first cycle only regioryf; is active and transfers the dynamical state. First we fotlovindividual
decision making of each agent of the region. For a descniifer, and+), see section 8.1.

Agent g with s 4 = {id(A), pos(2), hold(U)}

Perceptiona(o1) :pa={at(V,in),at(W,in), free(1),loc(A4,2),loc(B,3), free(4),carry(A)}
Consumptiona(¢) : ca = {}

Synchronizationa(pa) : va = {A, B}

Memorization(pa,ca,sa) : s’y = {id(A), pos(2), hold(U)}

Decisiona(pa,ca, s'y) : 0oa = passon(A, B,U)

Agentp with sp = {id(B), pos(3)}

Perceptionp(o1) : pp = {free(1),loc(A,2),loc(B,3), free(4),loc(C,5), carry(A)}
Consumptionp(1) : cg = {}

Synchronizationg(pp) : vp = {B,A,C}

Memorizationp(pg,cp,sp) : s = {id(B), pos(3)}

Decisiong(pp, cp, s'y) : op = receive(B)

Agentc with s¢ = {id(C), pos(5) }

Perceptionc(o1) : pc = {loc(B, 3), free(4),loc(C,5),at(T,6), free(7)}
Consumptionc (1) : cc = {}

Synchronizationc(pc) : ve = {C, B}

Memorizationc (pc, cc, sc) : si = {id(C), pos(5)}

Decisionc(pc,cc, si) : oc = push(C, T, 3)
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Figure 4. f, = {D} active regiond, = {T'} ongoing activity.

So, in this cycle Agent 4 decides to pass the packet he carries to his neigbbgent 522, This latter is
prepared to accept the packdigent - decides to push the packBmnext to him. Thus in terms of simul-
taneous actionsAgent 4 and Agentp performjoint actions while both these actions amedependenbf
Agent ¢’s action. We now can determine the reaction of the envirarime

oy, = {passon(A, B,U), receive(B),push(C, T, 3)}
E'xecfl((ofl, ||)7 01) =Th

= {pass(A, B,U), accept(B), press(C, T, 3)}
{77, 39" = {{pass(A, B,U), accept(B), press(C, T, 3) }}

PP ={}

Pl =4y —p¥
={}

Od; :{}

Apply® ({},01) = ™

ReaCt()\la 01, 7d17 {7f1 }¢1 s Q[)I) = < 09,12 >

A1 = {transfer(A, B),press(C,T)}

ef fects : {rem : carry(A), hold(A,U);add : carry(B), hold(B,U), speed(T, 3)}
with 9% = {rem : hold(A,U); add : hold(B,U)}

s9 =< 8,8, 8, 8p, 55 >%
= < {id(A),pos(2), hold(U)},{id(B),pos(3)}, {id(C),pos(5)}, {id(D), pos(12),
hold(S)} >
o9 = {loc(A,2),loc(B,3),loc(C, 5),loc(D, 12), at(T, 6), speed(T, 3),
free(l), free(4), free(7), free(8), free(9), free(10), free(11),
carry(B), carry(D),at(V,in), at(W,in), at(R, out), friction(1)}
o =" 4 P
= {rem : hold(A,U);add : hold(B,U)}

The new situation of the application after the first cyclexsauted is depicted in Figure 4.

2|n fact we abstract from the implementation of thecision; module and assume that this is the selected action.
ZNote that the update of the internal state of the agents &dhas the last percepts/consumptions. The effects of theyake
are assimilated only after the next perception/consumptio
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8.3.2. Cycle 2:< 59,00, 102 > "2 < 53, 05,403 > with o = {fo}, fo = {D} and dy = {T}

In the second cycle the region withgent;, and the moving packel’ are active. Agent; acts asyn-
chronously with respect to the other agents, because the® dther agent inside his perceptual range.
Agentp decides to deliver the pack8the carries at the out place. Packemoves with an initial speed
of 3 from place 6 towards the out place. Due to the frictionhaf €nvironment, during this movement,
the speed of” is reduced from 3 to 2. We skip the detailed individual detignaking of the agent and
look how the environment reacts to the application of thevaaperators.

of, = {putdown(D, +1)}
E'Tech((ofw ), 02) = Y2
= {put(D, S,+1)}

{7173 = {{put(D, S, +1)}}
PP ={}
Pl = 1py — ¥

= {rem : hold(A,U);add : hold(B,U)}
04, = {moveon(T)}
Apply® ({moveon(T)}, o3) = y%

= {move(T,3)}
ReaCt()‘Qa 02, 7d2a {’Yfz }¢27’¢)1) =< 03,93 >
A9 = {deliver(D), move(T)}
ef fects : {rem : carry(D), hold(D, S),at(T,6), free(6 + 3), speed(T, 3);
add : at(S,out),at(T,6 + 3), free(6), speed(T,3 — 1)}

with ¢ = {rem : hold(D, S)}

s3 =< SAasBaSCaS,D >
= <{id(A),pos(2), hold(U)},{1d(B), pos(3)},{id(C), pos(5)}, {id(D), pos(12),
hold(S)} >
o3 = {loc(A,2),loc(B,3),loc(C,5),loc(D,12), at(T,9), speed (T, 2),
free(1), free(4), free(6), free(7), free(8), free(10), free(11),
carry(B),at(V,in), at(W,in), at(R, out), at(S, out), friction(1)}
P = + P
= {rem : hold(A,U), hold(D, S);add : hold(B,U)}

— A~

The simultaneous actions in this cycle ardependent actionsThere was no interference between the
action of Agentp and the movement @ in the environment. The new situation of the applicatioeraft
cycle 2 is executed is depicted in Figure 5.

8.3.3. Cycle 3:< s3, 03,43 > "5 < sy, 00,00 > with ¢3 = {fs}, f3 = {A, B,C} and dy = {T}

In the third cycle, again the region with agents A,B and C t&vaavhile packefr” still moves on. Agent
A decides to step towards tireplace to pick up another packet, while agent B and C both ddocidtep
towards each other. Clearly this latter leads to a nastysaml, but according to the laws fortunately
without further consequences for the agents.

The following effects result from the agents decisions d&edmoving packet:
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Figure 5. f; = {A, B,C} active regionys = {T'} ongoing activity.
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Figure 6. fi = {A} andfs» = {D} active regionsily = {T'} ongoing activity.

of, = {walk(A, —1),walk(B,+1),walk(C, 1)}
Execf3((0f37 ||)7U3) =Vfs
= {step(A, —1), step(B, +1), step(C, —1)}
{7f3}¢3 = {{step(A, _1)7 step(B, +1)7 step(C, _1)}}
PP = {rem : hold(A,U);add : hold(B,U)}
Pl =apg — P
= {rem : hold(D, S)}
0ds = {moveon(T)}
Apply® ({moveon(T)}, 03) = 7
= {move(T,2)}
React(\3, 03,7%, {7 1o pl) = < oy, 94 >
A3 = {clash(B,C),move(T)}
ef fects : {rem : loc(B,3), free(4), at(T,9), free(9 + 2), speed(T, 2);
add : loc(B,4), free(3),at(T,9 + 2), free(9), speed(T,2 — 1)}
with % = {}

d3

s4=<84,8%,80,8p,58 >
= < {id(A),pos(2)},{id(B), pos(3), hold(U)},{id(C),pos(5)}, {id(D), pos(12),
hold(S)} >
o4 = {loc(A,1),loc(B,4),loc(C, 5),loc(D,12), at(T, 11), speed(T, 1),
free(2), free(3), free(6), free(7), free(8), free(9), free(10),
carry(B), at(V,in), at(W,in), at(R, out), at(S, out), friction(1)}
Py =" + Pf
= {rem : hold(D, S)}

The new situation of the application resulting of the ex@eudf cycle 3 is depicted in Figure 6.
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Figure 7. Resulting situation of the MAS application.

8.3.4. Cycle 4:< sy, 04,1 > " < 55, 05,405 > with ¢ps = {{A}, {D}} and dy = {T}

In the fourth cycle, two regions are active, the first withent 4, the second withdgent,,. Besides,
packetT is still moving on. In this cycle Agent picks up a new packet form tha place, while
Agent catches the moving pack®t that arrives at his position. These latter gimt actions while
Agent 4 actsindependenthof the interaction betweergent;, and packefl’. To determine the effects
of the actions in the environment we perfofixec, Apply and React in the current dynamical state.

or, = {pickup(A,V)},; o5, = {receive(D)}
Ezecln ((0f417 ||)7 04) = Vfu

= {pick(A,V,-1)}
E$60f42((0f427 ||)7U4) = Va2

= {accept(D)}
{7fa1: 7f42}¢4 = {{pick(A,V,-1)},{receive(D)}}
PP = {rem : hold(D, S)}
Pl =y — ¥

-0
04, = {moveon(T)}
Apply®™ ({moveon(T)}, 04) = y%
= {move(T,1)}
ReaCt()‘4a 04, 7d4’ {7f41 ’ 7f42}¢4 ’ d’l) = < 03, 71’5 >
Ay = {catch(D,T),import(A,V)}
ef fects : {rem : at(T,11), speed(T, 1), at(V,in);
add : carry(D), hold(D,T), free(11), carry(A), hold(A,V)}

with % = {add : hold(D,T), hold(A,V)}

s5 =< 84,858,850, 8 >
=< {id(A),pos(1)},{id(B),pos(3), hold(U)},{id(C), pos(5)}, {id(D), pos(12) } >
o5 = {loc(A,1),loc(B,4),loc(C,5),loc(D, 12),
free(2), free(3), free(6), free(7), free(8), free(9), free(10), free(11)
carry(A), carry(B), carry(D), at(W,in), at(R, out), at(S, out), friction(1)}
s =’ + PF
= {add : hold(A,V'),hold(D,T)}

With the execution of this cycle, we conclude our investiabf the evolution of the example applica-
tion. The resulting, but not yet finished situation of thelaygion is depicted in Figure 7.
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9. Evaluation

The model for situated MASs we presented in this paper degls s@mplex interactions in situated
MASS, i.e. (1) interactions between agents through theremment, (2) interactions between an agent
and an ongoing activity in the environment and (3) intematibetween different ongoing activities in the
environment. The model keeps the balance between two fusrdaihproperties for the situated agents:
autonomy for the agents to decide when to act and the alilipetform simultaneous actions.

In the model, simultaneous actions are supported throwgjbral synchronization. Contrary to cen-
tralized synchronization, regional synchronization donesimpose centralized control. With regional
synchronization each agent is equipped with a local symiheo that is responsible to setup synchro-
nization locally with neighboring colleagues, i.e. the didiates for direct interaction. Reviewing the
Execution-Reaction cycle as depicted in Fig.1 we can summdnat in the Ferber-Muller model all
agents run through the execution-reaction cycle synchugslgowhile in our model subsets of locally
synchronized agents can run through the cycle asynchriynddsth models support simultaneous ac-
tions, however the models differ in the granularity of sitankously acting groups. In the Ferber-Miller
model all agents of the MAS act simultaneously, while in oadel agents act simultaneously per region.
In exchange for decentralization, regional synchroniratequires infrastructure and implies computa-
tional and commutative costs. In [33], we examined this emnait detail.

With respect to scalability, the cost to calculate readtitmna set of influences in the model depends
on the size of regions. Apart from the influences producedbyongoing activities in the environment,
the influences of agents potentially interfere only withie tsame region. This reduces the average
cost fromO(n?) (this is the cost in the Ferber-Muller model, see sectioto2)(n * rs) with n the
population of agents in the MAS and the region-size, i.e. the average number of agents penre§o
when the composition of regions is designed well, i.e. whenactivity in the MAS is well localized,
the model results in better performance and scalability. idé ffect of regional synchronization is
that the environment is responsible for composing regidrsynchronized agents. In the model, this
functionality is achieved by th€ompose® module.

When designing the model for an individual situated agenttaok the approach to balance between
modeling fundamental aspects of situated agents and geanag maximal flexibility. We integrated
functionality for memorization in the agent model, howethés should be seen as a generalization. For
agents without memory, th&lemorization; module can simply be ignored. Another topic concerns
heterogeneity of the agents in the MAS. In itself, the moaelsinot pronounce anything about the inter-
nal implementation of the separate agent modules. Bediuespodel explicitly supports heterogeneity
at different levels: perceptual capabilities, the kind ohsumptions an agent is able to consume, the
capabilities to memorize and the set of operators an agablésto execute.

In comparison with the Ferber-Muller model, the complexit the presented model is higher. How-
ever, this is not directly the consequence of the differ@mreach, but rather the result of the adopted
level of abstraction. In fact, numerous aspects that ardiditip present in the Ferber-Miller model are
made explicit in the model presented in this paper. Examgrieshe explicitness of synchronization, the
explicit modeling of ongoing activities in the environmetite modeling of demarcation of perception,
the identification of the agents and the integration of psaiped consumptions.

To conclude, we point the interested reader to [34] thataektbs on a concrete implementation of
the discussed model.
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10. Conclusions

In this paper we presented a model for situated MASs withoregisynchronization. This model for-
mally describes an abstract architecture for situatedtagerd the environment in which the agents live.
The model supports simultaneous actions of agents as wathasongoing activities in the environment
that happen independently of agent intervention, e.g.\thpagation of a pheromone. The model builds
upon the theory of influences and reactions to influencedaje»e by Ferber and Mulller.

The evolution of a MAS is expressed as a sequence of cyclesadn cycle the dynamical state is
transferred to a new dynamical state. In the model of Fente@mMiiller, dynamical state is composed of
state and influences. This model takes an environmentreehpmint of view since it imposes all agents
to produce new influences in each cycle of the MAS evolutibnstall agents act at one global pace.
Contrary, the model we present takes an agent-centeret gfoirew. In our model dynamical state is
composed of state and consumptions. Now the agents theragake the initiative to act, starting with
perceiving the local environment and consuming a consumpiin order to act simultaneously, agents
must synchronize. We introduced regional synchronizatiah enables agents to synchronize with only
colleagues in their region. As such, synchronization isllgcestablished by the agents themselves and
tuned to the scope of interactions between agents. Wherothpasition of regions is designed well,
this results, in comparison to centralized synchronizgtio improved autonomy of the agents and better
scalability of the MAS.

In the paper, we applied the model to a simple MAS applicatide showed how the model can be
instantiated in practice. Then we illustrated a possibt#ugion of the MAS by means of different kinds
of interactions, including the interaction between an agad an ongoing activity in the environment.

We employ the model in our research group as a basis for esnijiigea common platform for situated
MASs. Our experiences with the formalized approach poithéofollowing advantages: (1) the model
explicitly and rigorously specifies the core concepts afaitd multi-agent systems ; (2) the decomposi-
tion has a precise semantics enabling further refinememirttsvmplementation and (3) the model serves
as an excellent framework for communication and discussfonumber of topics we abstract from in
the presented model are subject of future work. Currentlyvark on a general solution to deal with the
parallel composition of laws and investigate how we cangirgge direct communication in the model
in a general way. Other topics of research concern timingesssuch as the synchronization between
agent activities and ongoing activities in the environmamd the mapping of conceptual simultaneous
activity to physical activity.

11. Acknowledgments

We would like to thank the members of the AgentWise task fetd@istriNet labs, K.U.Leuven for the
many valuable discussions that have contributed to the woekented in this paper. Also a word of
appreciation goes to Frank Piessens, Wouter Joosen andiEkgmans for their useful comments on
the paper. And last but not least, we would like to thank thengmous reviewers for their accurate
remarks on the initial version of this paper. By taking thaitical comments into account we were able
to improve the paper significantly.



D. Weyns and T. Holvoet/ A Formal Model for Situated MulteAgSystems 33

References

[1] Allen, J.F., Ferguson, GActions and Events in Interval Temporal Logiournal of Logic and Computation,
Special Issue on Action and Processes, 1994.

[2] Babaoglu, O., Meling, H., Montresoret, HAnthill: A Framework for the Development of Agent-Based
Peer-to-Peer SystemBroceedings of the 22th International Conference on ibigied Computing Systems,
Vienna, Austria, 2002.

[3] Bonabeau, E., H'naux, F., Gu'rin, S., Snyers, D., Kuz,Theraulaz, G.Routing in Telecommunications
Networks with Ant-Like Agent60-71, IATA, 1998.

[4] Bonabeau, E., Sobkowski, A., Theraulaz, G., Deneubodilg: Adaptive Task Allocation Inspired by a
Model of Division of Labour in Social InsectBiocomputing and Emergent Computation: 36-45, World
Scientific, 1998.

[5] Boutilier, C., Brafman, R.l.,Partial-Order Planning with Concurrent Interacting Actia Journal of Artifi-
cial Research 14: 105-136, Access Foundation and Morgafnian, 2001.

[6] Bratman, M.E., Israel D.J., Pollack M.ERPlans and resource-bounded practical reasoni@gmputational
Intelligence 4: 349-355, 1988.

[7] Brooks, R. A.: Intelligence Without RepresentatioRrints of the Workshop in Foundations of Artificial
Intelligence, Dedham, MA, 1987.

[8] Brooks, R. A.:Intelligence Without ReaspMIT Al Lab Memo No. 1293, 1991.

[9] Deneubourg, J.L., Aron, A., Goss, S., Pasteels, J.Megrbigk, G.: Random Behavior, Amplification Pro-
cesses and Number of Participants: How they Contribute éoRbraging Properties of Antdn Physics
22(D): 176-186, 1986.

[10] Dorigo, M., Gambardella, L.M.Ant Colony System: A Cooperative Learning Approach to tledling
Salesman Problenin IEEE Transactions on Evolutionary Computation, 1, 1:6631997.

[11] Drogoul, A., Ferber, J.Multi-Agent Simulation as a Tool for Modeling Societies: pApation to Social
Differentiation in Ant ColoniesDecentralized A.l. 4, Elsevier North-Holland, 1992.

[12] Ferber, J.: Un modele de I'action pour les systemes multi-ageidarnees sur les systemes multi-agents et
I'intelligence artificielle distribue, Voiron, 1994,

[13] Ferber, J.Multi-Agent Systems, An Introduction to Distributed Actdl Intelligence ISBN 0-201-36048-9,
Addison-Wesley, Great Britain, 1999.

[14] Ferber, J., Muller, J.PInfluences and Reaction: a Model of Situated Multiagente®ystProceedings of the
2th International Conference on Multi-agent Systems, ARAdss, Japan, 1996.

[15] Fikes, T., Nilsson, N.JSTRIPS: a New Approach to the Application of Theorem Prawifoblem-solving
Artificial Intelligence 2 (3-4): 189-208, 1971.

[16] Genesereth, M. R., Nilsson, N.pogical Foundations of Artificial Intelligen¢céorgan Kaufmann, San Ma-
teo, CA, 1987.

[17] Griffiths, N., Luck, M., d’lverno, M.: Cooperative Plan Annotation through TrusP. McBurney,
M. Wooldridge (eds.), Workshop Notes of UK Workshop on Maltjient Systems, Liverpool, 2002.

[18] JASSSJournal of Artificial Societies and Social Simulatidmtp://jasss.soc.surrey.ac.uk/JASSS.html

[19] Kowalski, F., Sadri, R.A.:Towards a unified agent architecture that combines ratiipatith reactivity.
Proceedings of International Workshop on Logic in DatabaSan Miniato, Italy, LNCS 1154, 1996.



34 D. Weyns and T. Holvoet/ A Formal Model for Situated MulteAgSystems

[20] Macy, M., Willer, R.: From Factors to Actors: Computational Sociology and AgBased ModelingAnnual
Review of Sociology 28, 2002.

[21] Maes, P.:Modeling Adaptive Autonomous Agendstificial Life Journal, 1 (1-2): 135-162, MIT Press,
Cambridge, MA, 1994,

[22] Maes, P.Situated Agents can have Godisl. P. Maes, Desighing Autonomous Agents: 49-70, MITT res
Cambridge, MA, 1990.

[23] Parunak, V.:Go to the Ant: Engineering Principles from Natural Agentt8yss Annals of Operations
Research 75: 69-101, 1997.

[24] Parunak, V., Baker, A.D., Clark, S.JThe AARIA Agent Architecture: From Manufacturing Requiats
to Agent-Based System Desidiroceedings of Workshop on Agent-Based ManufacturingA@3, Min-
neapolis, MN, 1998.

[25] Rao, A.S.:AgentSpeak(L): BDI agents speak out in a logical computafitanguage Proceedings of 7th
European Workshop on Modeling Agents in a Multi-Agent WotldlAl volume 1038: 42-55, 1996.

[26] Rouchier, J.Review of Multi-agent Systems: An Introduction to DistrétnbArtificial Intelligence, J. Ferber,
1999 JASSS, Volume 4, Issue 2, see [18], 2001.

[27] Sauter, J.A., Parunak, VANTS in the Supply ChaifProceedings of Workshop on Agent based Decision
Support for Managing the Internet-Enabled Supply Chairemtg 99, Seattle, WA, 1999.

[28] Sauter, J.A., Matthews, R., Parunak, V., BruecknerESolving Adaptive Pheromone Path Planning Mech-
anisms Proceedings of the First International Conference on Aoreous Agents and Multi-agent Systems:
434-441, Bologna, Italy, 2002.

[29] Schelfthout, K., Holvoet, T..To do or not to do’: The individual's Model for Emergent TadKocation
Proceedings of Adaptive Agents and Multi-Agent Systemsdam, UK, 2002.

[30] Steels, L.:Cooperation between distributed agents through self-oizgtion Proceedings of the First Eu-
ropean Workshop on Modeling Autonomous Agents in a MulteAgWorld: 175-196, Elsevier Science
Publishers, Holland, 1990.

[31] Wavish, P.R., Connah, D.MRepresenting Multi-Agent World&BLE, Technical Note: TN2964, Philips
Research Laboratories, 1990.

[32] Weyns, D., Holvoet, T..Look, Talk and Do: A Synchronization Scheme for SituatediMglent Systems
P. McBurney, M. Wooldridge (eds.), Workshop Notes of UK W&itkp on Multi-agent Systems, Liverpool,
2002.

[33] Weyns, D., Holvoet, T.:Regional Synchronization for Simultaneous Actions ina®&d Multi-Agent Sys-
tems Proceedings of 3th International/Central and Easterofi@an Conference on Multi-Agent Systems,
CEEMAS, Prague, Czech Republic, LNAI 2691: 497-511, 2003.

[34] Weyns, D., Holvoet, T.:Model for Simultaneous Actions in Situated Multi-Agentt&ys First German
Conference on Multi-Agent System Technologies, MATESuEfGermany, LNAI 2831: 105-119, 2003.

[35] Wooldridge, M.: An Introduction to MultiAgent System$BN 0-471-49691-X. John Wiley and Sons, Ltd.
England, 2002.

[36] Wooldridge, M., Jennings. N.R.Intelligent Agents: theory and practicéhe Knowledge Engineering Re-
view, 10(2): 115-152, 1995.



